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1. Introduction 
Over the 80 years since the first discovery of the 

diffraction of X-rays by crystals, crystallography has 

0009-2665/95/0795-2369$15.50/0 

grown into a very precise, widely applicable, and 
definitive tool. The undoubted success of this con- 
ventional crystallography (crystal structure determi- 
nation) is due, to a very large extent, to  the fact that 
the same basic method may be applied to materials 
as diverse as a simple salt which contains only a few 
atoms per cell to  macromolecular crystals which may 
contain thousands of atoms per cell. The assumption 
in all cases is that the crystal consists of a three- 
dimensional array of identical units, and this gives 
rise to a diffraction pattern consisting of discrete 
diffraction peaks (called Bragg reflections). The 
measurement and analysis of such discrete diffrac- 
tion data has become routine for all but the most 
complex of examples. 

Real materials, however, only approximate this 
ideal, and the diffraction patterns of most materials 
contain, in addition to sharp Bragg peaks, a weak 
continuous background known as diffuse scattering. 
This scattering necessarily arises whenever there are 
departures of any kind from the ideal of a perfectly 
regular array of identical units. Such departures 
from ideality may arise in a whole variety of different 
ways and to different extents, but all of these effects 
may be brought together under a common name: 
disorder. Although much of present day knowledge 
of the solid state has been derived from crystal- 
lographic studies using Bragg diffraction, the proper- 
ties of many important materials are dependent not 
simply on the average crystal structure but are often 
crucially dependent on the departures from ideality 
that are present. For example, the useful mechanical 
properties of many alloys and ceramics, the optoelec- 
tronic properties of many materials, and many elec- 
trical properties of semiconductors and high-temper- 
ature superconductivity depend upon the presence 
of various types of disorder. 

The basic scattering event of an X-ray photon 
interacting with a crystal lattice occurs on a time 
scale of ~ 1 0 - l ~  s. This is several orders of magnitude 
faster than typical thermal vibration frequencies so, 
to  a good approximation, the X-ray diffraction experi- 
ment sees atoms or molecules statistically displaced 
from their average positions as a result of such 
thermal motion. This may be termed thermal dis- 
order and the scattering associated with it as thermal 
diffuse scattering or TDS. Disorder may also arise 
as a result of mixing different atomic or molecular 
species (solid solutions) or where a molecular species 
can pack into the basic crystal lattice in two (or more) 
different orientations. This may result from the 
presence of isolated substitutional defects, clusters 
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of such defects, or interstitials where the defects 
reside on sites not normally occupied in the average 
lattice. The scattering associated with this chemical 
disorder is oRen termed short-range order (SRO) 
diffuse scattering. Chemical disorder will normally 
be accompanied by (static) atomic distortions that 
help alleviate local stresses, and these distortions also 
give rise to diffuse scattering. In most real materials, 
thermal, substitutional, and static displacement dif- 
fuse scattering will be present to varying degrees, and 
instances can be found where any one of these 
dominates the diffraction pattern. 

Whereas the conventional analysis of Bragg peaks 
provides information about the average crystal struc- 
ture (information such as atomic coordinates, site 
occupancies, or mean-squared atomic displacements- 
all properties of single atom sites), diffise scattering 
contains information about how pairs of atoms be- 
have and is thus potentially a rich source of informa- 
tion on how atoms and molecules interact. Crystal- 
lographers have been aware of such scattering since 
the earliest times, but development of techniques for 
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recording and analyzing it have lagged well behind 
the advances made in conventional crystallography. 
Typical diffuse intensities are several orders of 
magnitude below Bragg peak intensities, and this 
was clearly a major impediment to earlier genera- 
tions of researchers. With advances in X-ray sources 
(rotating anodes, synchrotron radiation) and in meth- 
ods of detection (linear detectors, area detectors, 
image plates, etc.) good quality diffuse diffraction 
data are now more readily accessible. The one major 
impediment to the utilization of this rich source of 
information is the diversity of different effects that 
arise in nature and the fact that no one formulation 
of theory appears capable of usefully describing all 
of them. 

The quantitative treatment of X-ray diffuse scat- 
tering was pioneered by B. E. Warren and his 
students (see, for example, his book on X-ray difiac- 
tion’). Since that time, much progress has been made 
and several other reviews of different aspects of 
diffuse X-ray scattering and disorder have been 
published?-” Our concern is predominantly with 
disordered crystals and we omit any discussion of the 
phonon theory of thermal diffuse scattering (TDS), 
except where this impinges on a particular static 
disorder problem. For a review of thermal diffuse 
scattering see Willis.12 In this paper we attempt to 
present the subject of diffuse scattering from disor- 
dered crystals extending from those areas for which 
the most quantitative treatments are viable to those 
where, for a variety of experimental or theoretical 
reasons, only rudimentary discussions are feasible. 
The aim in taking this approach is to give a broad 
overview of the sort of information that may be 
obtained from diffuse scattering, the range of experi- 
mental and theoretical techniques that may be used, 
and the detail that might be expected in many 
different circumstances. 

In a few cases, examples of the complementary 
techniques of neutron and electron diffraction are 
mentioned, but, in order to limit the scope of this 
review, we confine our attention mainly to those 
systems where X-ray scattering has been used. 
Neutron diffise scattering studies do, however, em- 
ploy many of the same analysis methods outlined in 
this paper, and despite the relative scarcity of 
neutron sources and the large single crystals re- 
quired, neutrons have been used successfully to probe 
disorder in a wide range of materials. Electron 
diffraction is also widely applicable, provided that the 
material is “beam-stable” and is ideally suited to 
revealing the presence of diffise scattering in a short 
time. Multiple scattering in electron diffraction 
precludes the possibility of quantitative measure- 
ments of diffuse scattering, and the method also has 
the disadvantage that only sections of reciprocal 
space passing through the origin are accessible. 

2. Theory and Its Application to Alloy Systems 

2.1. The Diffuse Intensity 
There are many ways to describe mathematically 

the diffise intensity from crystalline materials. For 
instance, a disordered crystal can be described as the 
sum of an average structure plus a set of periodic 
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modulations in concentration and atomic displace- 
ment away from this average. Such an approach 
leads to  a description of the diffuse scattering 
grounded in Fourier transform (reciprocal) space13-16 
and so is particularly useful when investigating 
disordered crystals that display relatively sharp 
diffuse features in their measured diffraction data. 
Reciprocal space methods are thus well suited to 
describe longer ranged correlations in a disordered 
crystal and can be powefilly applied even to systems 
containing short- or intermediate-range correla- 
t i on~ .~ ’  More widely used (and more amenable to the 
construction of physical models), however, is a de- 
scription of the diffuse intensity based on short range 
chemical and displacement correlations associated 
with (real-space) interatomic di~tances.l*-~~ Here the 
emphasis is on “short range” because it is hoped that 
a relatively small number of correlation parameters 
can adequately describe the disorder. Because it 
directly includes the occupations and displacements 
of individual atoms, this real-space description is also 
useful for demonstrating more clearly how disorder 
manifests itself in the diffraction pattern. We there- 
fore present a discussion of this approach here. 

In the kinematic limit the total scattered intensity 
IT can be computed as a simple Fourier summation 
over the positions r, of each atom n in the crystal 
multiplied by its complex conjugate: 
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noninteger site-site distances. Introducing atomic 
species to  eq 2 we obtain 

Ids) = IC w , , , c ~ ~ ~ ~ ( e x P { 2 n i s . u ~ , n } )  x 
Rim, LJ 

exp{2nisR,,,} (3) 

For convenience the indices i andj  label both an atom 
type and the crystallographic sublattice upon which 
that atom type resides and cL is the sublattice 
concentration of species i. The e;n are conditional 
probabilities describing the likelihood that there 
exists an atom of typej at  the end of an interatomic 
vector rlmn given that there is an atom of type i at 
the origin of this vector. 

From this equation it is now a simple matter to 
define the scattering from a hypothetical average 
lattice, that is, one in which all local properties are 
replaced by global averages. The conditional prob- 
ability e;, is thus replaced by the concentration c, 
and (exp{ 2~s.u~,,,}) by (exp{2niwu”J). By dropping 
the subscript Zmn from the u’J, we indicate that the 
average of the exponent is to  be taken over the 
displacements of all valid interatomic vectors, not 
just those indicated by the triplet Zmn. The resulting 
coefficients thus no longer depend on Zmn and the 
average scattering can be written 

Iav,(s> = 

IC wLmnc,cJf$Yexp{ 2nis*uZJ 1) exp{ 2nis.R,,, 1 (4) 
Rlmn II 

The average intensity defined this way has constant 
Fourier coefficients, so the summation over all RL,, 
will produce sharp &function like peaks at each of 
the reciprocal lattice points-that is, this expression 
describes the location and intensity of the Bragg 
peaks. Since I&s) = Iave(s) + Idlffuse(S), an expression 
for the diffuse intensity can be obtained by simply 
taking the difference between the total intensity (eq 
3) and the average scattered intensity (eq 4): 

Idiffuse(S) = 

Here the Fourier coefficients f n  are the (complex) 
atomic scattering factors, and s is the scattered wave 
vector of magnitude Is1 = 2 sin(0M. 20 is the 
scattering angle, and A is the X-ray wavelength. All 
information regarding the absolute atomic positions 
is lost to the scattered intensity because it is formed 
from this product. Instead, the intensity depends 
only on the relative positions of pairs of atoms in the 
crystal. For this reason, and because there will 
generally be several pairs of atoms with similar 
separations (i.e. the atoms are distributed on a 
crystal lattice), it is more convenient to  write the 
scattered intensity as a sum over the average scat- 
tering properties associated with all vectors Rl,, that 
separate crystallographic sites of the average struc- 
ture. That is, 

(2) Ids) = p l , , ( f o  t”,, exP{2~is.rl,,H 
R ~ m n  

where Nlm, is the total number of atom pairs associ- 
ated with the vector Rlmn. rlmn is the actual separa- 
tion of an atom pair associated with Rlmn and is 
conveniently expressed as rim, = Rl,, + ulmn, where 
w,, corrects for the instantaneous thermal and static 
displacement contributions to the atom positions. The 
subscripts indicate the scattering factors are to  be 
associated with the atom at the origin o and terminus 
Zmn of the interatomic vector rl,,. Here we intend 
Zmn to  only label distinct crystallographic site sepa- 
rations. Integers can, however, be assigned to them 
when indexing a primitive lattice with a single 
crystallographic site, but, in general, they will label 

(exp{2nis.uti}) x exp{2nis*Rl,,} ( 5 )  

By definition, the expressions enclosed in large 
brackets vanishes at  large interatomic vectors (only 
local deviations are allowed from the average struc- 
ture). Equation 5 therefore represents a summation 
with relatively few terms and so does not contain any 
sharp Bragg-like features. It describes a broadly 
distributed, smoothly varying, intensity component. 
Since only vectors Rlmn that are small relative to  the 
crystal dimensions contribute to this sum Nlmn x Np, 
the number of primitive unit cells in the crystal, so 
Np can be factored to  the front of eq 5 to  simplify the 
expression further. 

I 

2.2. Two Simple Examples 
It is instructive at this stage to show how eq 5 can 

be applied. We consider two simple limiting cases, 
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A second instructive limiting case is the diffuse 
scattering from a system containing random substi- 
tutional disorder but where thermal and static atomic 
displacements can be neglected. Random substitu- 
tion implies that in eq 5 vin = cj for all Zmn except 
Rlmn = 0, where instead p",", is 1 when i =J  and 0 
otherwise. Like the situation with random thermal 
motion only one term (in R l m n )  contributes to the 
diffuse intensity 

one involving thermal displacement disorder and the 
other substitutional disorder. For a one-component 
crystal in which the atoms vibrate independently 
about their average lattice sites the term in large 
bracket in eq 5 is zero for all vectors except Rlmn = 
0. For this term U l m n  = 0 (an atom has no deviation 
in displacement with respect to  itself). If we further 
assume that the thermal displacements are normally 
distributed with mean-squared vibrational amplitude 
(d2) (the Einstein model), then 

(exp{ 2nis*u)) = (exp{ 2niw6})(exp{ -2nis.S')) = 

exp{ - 1 6 ~ ( [ ~ i n ~ ( ~ ) l l ; l ~ ) ( ~ ~ ) }  = exp(-2M} (6) 

where 6 is a vector representing the thermal dis- 
placement of an atom from its lattice site (6 is 
normally distributed) and exp{-2M} is the usual 
Debye temperature factor.26 The diffuse intensity is 
therefore 

where N is the total number of atoms in the crystal. 
The scattering from the average structure using eq 
4 becomes 

which describes sharp Bragg peaks depressed by the 
Debye temperature factor-a result well known to  
crystallographers. In real crystals the thermal mo- 
tion will be correlated for neighboring atoms. In this 
case the first term in the expression for the diffuse 
intensity will be given by eq 7, but there will also be 
several other contributing terms. These additional 
terms are all sinusoidal and so will not change the 
total amount of diffuse scattering obtained by inte- 
grating eq 7, but will instead tend to modulate and 
redistribute the intensity of eq 7. In real materials 
this thermal diffuse scattering is generally redistrib- 
uted such that it is concentrated near the Bragg peak 
locations. (Some care must, therefore, be taken when 
evaluating exp{ -2M) from Bragg reflection data to  
avoid underestimating its value.) The expression for 
the average scattering (eq 8) in this case remains 
unchanged. 

Note should be taken here of the likely relative 
magnitudes of the diffuse vs Bragg scattering. Near 
the reciprocal space origin the thermal diffise inten- 
sity approaches 0 so only the Bragg scattering is 
important, but, at  very large scattering angles the 
thermal effects tend to depress the Bragg peaks while 
the thermal diffuse intensity grows. Under normal 
circumstances (moderate diffraction angles and aver- 
age thermal motion) the Bragg peak intensities will 
be several orders of magnitude larger than the diffise 
background. This results largely from the fact that 
the diffuse intensity is distributed more broadly 
throughout the reciprocal space volume, whereas the 
Bragg scattering is highly concentrated about the 
reciprocal lattice positions. The integrated thermal 
diffuse intensity can, in principle, be of the same 
order as the integrated Bragg intensities far from the 
reciprocal space origin. 

For a binary substitutional system of components 
labeled A and B, eq 9 simplifies (aRer some algebraic 
manipulation) to  

The diffuse intensity described by eqs 9 and 10 is 
called the Laue monotonic diffuse scattering and is 
present in all materials that contain substitutional 
disorder. Analogous to  the situation with thermal 
diffise scattering outlined above, if the substitution 
is not random but correlated over short ranges, then 
there will be several more (sinusoidal) terms in eqs 
9 and 10. These terms only redistribute the Laue 
monotonic intensity. The resulting diffise scattering 
is termed the short-range order (SRO) diffuse inten- 
sity and is often written in the form 

where 

are the Warren-Cowley short-range order param- 
eters. As a general rule, this SRO intensity appears 
around and beneath the Bragg diffraction peaks in 
systems where like atoms cluster, but, in systems 
where the atom species tend to alternate on neigh- 
boring sites, the SRO intensity peaks near super- 
structure positions in the diffraction pattern. Like 
the situation with thermal motion, these correlations 
would not affect the average scattering because it 
contains information only about the average oc- 
cupancies of the crystallographic sites and the set of 
Rlmn which defines the average crystal lattice. 

It should be clear from the above discussion that 
measurement of the Bragg peak intensities cannot 
provide information regarding either the local chemi- 
cal or displacement correlations, because this inten- 
sity component is independent of such structural 
details. It is the diffuse part of the diffraction pattern 
that is altered by the presence of these correlations, 
and it is here that we must look for clues to  the 
nature of the disorder. Measurements of the diffuse 
intensity in real materials can therefore provide great 
insight into the disorder present in a crystal that 
cannot be obtained using normal crystallographic 
analysis techniques and which may be difficult or 
impossible to  obtain using other experimental meth- 
ods. 
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2.3. Diffuse Scattering in Metallic Alloys 
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The first direct application of equations like those 
presented above was by C ~ w l e y ~ ~  for the case of short- 
range order diffuse scattering from single crystals of 
the alloy C u d u  above its ordering temperature. 
Cowley neglected the effects due to atomic displace- 
ments and so expressed his diffuse intensity as 
resulting solely from short-range chemical ordering. 
The diffise intensity for this case can be derived from 
eq 11 by explicitly expanding the summation over 
atom species G, noting that 

and combining like algebraic terms: 

Here, the continuous reciprocal space coordinates, hl, 
h2, and h3, have been introduced, and I ,  m, and n are 
half-integers representing the interatomic distances 
in this fcc structure and so satisfy the condition 1 + 
m + n = integer. 

The SRO diffise intensity is thus simply a three 
dimensional cosine Fourier sum with coefficients 
aEn. Cowley recognized that a measurement of the 
SRO diffise scattering taken throughout the recipro- 
cal space volume could be Fourier-inverted to yield 
the atomic pair correlations directly. The alloy Cu3- 
Au has a high symmetry cubic structure so the 
measurement needed only to  include a scattering 
volume ‘/32 of a complete reciprocal cell. He mea- 
sured the diffuse intensity at  450 points inside this 
“minimum repeat volume”, interpolated from these 
values to  uniformly cover that volume, and then 
applied the appropriate symmetry relationships to  
fill the reciprocal unit cell. The diffuse intensity he 
measured on the hlh2O reciprocal plane is shown in 
Figure 1. The ordering is such in this alloy that the 

Figure 1. Cowley’s original measurement of the SRO 
diffuse intensity from a single crystal of Cu&u above the 
critical temperature for ordering. Shown here is the hlhzO 
reciprocal plane. (Reproduced from ref 27 with kind 
permission of Professor J. M. Cowley. Copyright 1950 
American Institute of Physics.) 
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Figure 2. The measured diffuse intensity along the line 
hlOO from a single crystal of Cu&u quenched from above 
the ordering temperature (see ref 32). A (-1 is the 
measured intensity, B (- - -1 is the predicted modulation due 
to the atomic size effect, and C (- -) is the difference 
between curves A and B, i.e., the SRO diffuse intensity. 
(Reproduced from ref 32 with permission of the Journal of 
AppZied Physics. Copyright 1951 American Institute of 
Physics.) 

diffuse intensity is peaked at  the superstructure 
locations corresponding to the long-range ordered 
state of this alloy below the critical temperature. The 
disk-like shape of the diffuse scattering maxima 
result from details of the local ordering. 

The short-range order coefficients, obtained by 
inversion of the measured diffuse intensity, were 
normalized so that %yo = 1 as required by definition 
(that is, the probability that atoms of type A and B 
both share the same site is 0). The resulting analysis 
demonstrated that the structure of CuAu above the 
critical temperature qualitatively resembles the long- 
range ordered state with the exception that the 
chemical correlations fall off rapidly with distance. 
The actual magnitudes of the correlations can be used 
to test theories of ordering in a l l ~ y s . ~ ~ - ~ l  

Since this seminal work by Cowley, many improve- 
ments have been made to his basic method. The 
most important of these has been the inclusion of 
effects on the diffuse scattering due t o  static atomic 
displacements. In a disordered alloy these displace- 
ments result from the fact that distinct atom species 
tend to differ in size. Warren, Averbach, and Rob- 
e r t ~ ~ ~  were the first to  publish a theory describing 
this atomic size effect and showed that these dis- 
placements (to first order) cause an asymmetry in the 
diffuse intensity across integer reciprocal space posi- 
tions. This asymmetry is shown for the case of 
diffise scattering from a single crystal of C u d u  along 
a reciprocal space line in Figure 2. This figure shows 
that the effect is approximately sinusoidal, is small- 
est at  low diffraction angles, and becomes increas- 
ingly pronounced at larger angles. 

The most widely used methods for analyzing dif- 
fuse intensities that include the effects of static 
displacements are based on ideas originally presented 
by Borie18 and Borie and Sparks21 which were sub- 
sequently improved upon by TibballsZ2 and Geor- 
gopoulos and C ~ h e n . ~ ~  These methods are based on 
a Taylor series expansion of the complex exponentials 
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of eq 5 t o  terms harmonic in the displacements 
u!mn and uG. That is, the approximation 

(exp{2nis*u}) 1 + (2nis-U) + 1/2((2~is.u)2) (15) 

is made. Substituting eq 15 for the exponential 
terms of eq 5 yields an expression for the diffuse 
intensity composed of three parts, 
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The benefit of expressing the scattering using eqs 
17-19 is that the diffuse intensity now consists of a 
sum of several intensity components, each of which 
contains a function periodic with the reciprocal lattice 
but with unique leading coefficients. For example, 
in a binary cubic alloy one of these component 
intensities (derived from eq 19) is 

where 

(16) 

-C&cjf$agn cos{2n(hll + h,m + h3n)} (17) 
lmn Ij. 

Here, X ,  Y ,  and 2 are the three components of the 
vectors u and the subhuperscripts convey the mean- 
ings outlined in the previous section. In eqs 17-19 
the component intensities are expressed in "electron 
units" per primitive unit cell where an electron unit 
refers to  the scattered intensity, as given by the 
Thomson formula,33 that would result if the crystal 
were t o  be replaced by a single classical electron. 

The effect of random thermal motion can be ac- 
counted for by simply multiplying each of the atomic 
scattering factors f by the Debye temperature factor 
e-Ml. From the perspective of an X-ray photon, the 
thermal motion is frozen so the Debye factor should 
only be applied to terms with nonzero interatomic 
length. A simple correction for this can be included 
by adding and subtracting Debye corrected terms 
corresponding to the zero length interatomic vector. 
For example, the SRO order intensity can be cor- 
rected by adding the additional term34 

to eq 17 and applying the Debye correction to all of 
the atomic scattering factors in the diffuse intensity 
summations. A similar term for 1 2  (and all other even 
intensity components) should also be included. First- 
order thermal diffuse scattering (TDS) which results 
from simple correlations in displacement between 
pairs of atoms will be accounted for in the term 12 
and so it is not necessary to correct for this. Higher- 
order terms in the TDS are not included in eqs 17- 
19 and so must either be neglected or calculated and 
then subtracted from the measurement. 

Here 5% signifies the real part. The summation 
in eq 21 represents a periodic function in reciprocal 
space which is modified by a leading coefficient that 
consists of a function of the atomic scattering factors 
and the reciprocal space coordinates. In binary 
systems there will be 25 such component intensities, 
one SRO intensity (already derived in eq 14), six 
components associated with the term 11, and 18 
components associated with the term 12. (Note that 
the nine terms implicit in eq 18 can be reduced to 
six by adding the constraint that the weighted 
average displacements of the AA, AB, and BB pairs 
must sum to zero.) The important point is that every 
one of these 25 intensity components is a product of 
a periodic function (the Fourier summations) and a 
unique coefficient that is a function of both the 
scattering factors and reciprocal space coordinates. 
A collection of 25 intensity measurements made at 
reciprocal space locations related by the crystal sym- 
metry thus constitute a linear system of equations in 
which the quantities expressed by the summations 
can be solved for. A full reciprocal cell can be filled 
with any of the 25 periodic functions by repeating 
this procedure at every point in the minimum repeat 
volume (the same repeat volume Cowley used in his 
measurements of SRO). Fourier inversion then 
yields the real-space quantities of interest. Inversion 
of the intensity components associated with 11, for 
example, provides the average displacement of atom 
pairs from their respective sites, whereas the term 
1 2  provides parameters describing the degree to which 
the atomic displacements are correlated. 

A classic example of the application of this analysis 
method is the study by Matsubara and Cohen35-37 of 
diffuse scattering in Al-2% Cu alloys. When these 
alloys are quenched from a high-temperature solid 
solution phase and later aged at moderate temper- 
atures, small coherent precipitates called Guinier- 
Preston (G.P.) zones form. These zones are the 
primary strengthening mechanism of Al alloys so 
there is a great deal of interest in the details of their 
structure. The measured diffuse intensity from a 
single crystal of this alloy on the plane h3 = 0 is 
displayed in Figure 3. Unlike the situation of order- 
ing in Cu&, the diffuse scattering from this mate- 
rial is concentrated near the Bragg peak locations, 
not the superstructure locations, indicating that Cu 
atoms cluster. The shape of the diffuse scattering is 
rodlike and indicates that these Cu clusters have a 
platelet morphology and that the orientation of these 
plates are parallel to the cube axes. 
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structure this way (there are many models which can 
reproduce a given set of ordering parameters) Gragg, 
Bardhan, and C ~ h e n ~ ~  have pointed out that a 
particular choice of SRO (pair correlation) param- 
eters places considerable constraints on the multi- 
body correlations. Atomic configurations generated 
using this simulation technique can therefore be 
thought of as representative of the actual structure 
with high probability. From such an analysis Mat- 
subara and Cohen showed that not all of the Cu 
precipitates (G.P. zones) form single atomic layers, 
but that a significant fraction of the zones have 
multiple layers. A detailed discussion of the current 
state of this computer technique can be found in the 
recent review by Epperson, Anderson, and Chen.4 

The method outlined above has also been extended 
to include ternary systems. Because of the large 
number of separate intensity components that a 
ternary system requires, this has been done by 
varying the scattering contrast of the atomic species 
present and combining several measurements. In 
this way systems of equations no more complex than 
those derived for the binary alloy can be used. This 
was first done using isotopic replacement techniques 
and neutron diffraction on an Fe-Cr-Ni alloy.40 
Recently, anomalous dispersion methods at  synchro- 
tron radiation sources have been employed to inves- 
tigate ordering in Al-Cu-Zn41 and Hg-Cd-Te42 
crystals. 

In nearly all studies where a direct separation of 
the diffuse intensity has been made, the focus has 
been primarily on the SRO component. Recently, 
however, this emphasis is shifting to the size-effect 
terms which can provide additional interesting in- 
formation about the structure of disordered materi- 
als. One recent study of an Fe-Ni-C austenite 
single crystal by Butler and C ~ h e n ~ ~  used anomalous 
dispersion (to make the Ni and Fe scattering powers 
to  be nearly the same) and were thus able to  solve 
for the intensity component due to (Fe,Ni)-C pair 
displacements. The resulting displacement param- 
eters are directly related to the distance of separation 
of Fe and C atoms. The atomic displacements sur- 
rounding the interstitial carbon atom could therefore 
be determined, and these measured displacements 
used to test empirically derived Fe-C interaction 
potentials. In an Fe-Cr alloy, Reinhard et al.,44 
investigated the atomic displacement parameters 
using a related least-squares analysis method. They 
discovered that both the Fe-Fe and Cr-Cr near- 
neighbor pairs contract toward each other contrary 
to what would be expected since Cr atoms are ‘larger” 
than Fe atoms. This was explained as resulting from 
species-dependent solution-lattice couplings-an im- 
portant I result which helps explain stress-strain 
relationships in Fe-Cr alloys. Techniques, like those 
used to generate atomic configurations consistent 
with the SRO parameters, are beginning to be 
applied to generate models of the displacements 
based on the size-effect parameters contained in 1 1 . ~ ~  
A recent study of the atomic size effect employing 
computer simulation46 has shown that the term 12 can 
also lead to interesting diffraction effects whereby the 
diffuse intensity tends to  be “absent” on certain 
symmetry planes of the reciprocal space. 
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Figure 3. Matsubara and Cohen’s (1985) measurement 
of the diffuse intensity on the h&zO reciprocal plane from 
a single crystal of an A-2% Cu alloy. The crystal was 
quenched from the solid solution region and then aged to 
form G.P. zones. In this clustering alloy the diffuse 
intensity is centered about the Bragg peak locations. The 
asymmetry in the measured intensity results from large 
sizde effect distortions. (Reproduced from ref 36 with kind 
permission of Professor J.B. Cohen. Copyright 1985 Elsevi- 
er.) 

The diffuse scattering is stronger on the high angle 
side of the Bragg peaks. This pronounced asymmetry 
results from the atomic size effect and so a quantita- 
tive analysis of this diffraction pattern required the 
use of the analysis method outlined above. 

Matsubara and C ~ h e n ~ ~  normalized the measured 
diffuse intensity to the scattering from Al powder and 
polystyrene standards thus placing the measure- 
ments on an absolute scale. The advantage gained 
by taking this extra care in the measurement is that 
the calculated Compton incoherent scattering could 
be subtracted and that there was no need t o  normal- 
ize the intensities so that %yo = 1 as Cowley did. 
Instead, the value obtained for %yo from the analy- 
sis can be compared to its theoretical value as a check 
on the accuracy of the method. They obtained a value 
%yo = 1, within experimental uncertainty, indicat- 
ing that the 24 atomic displacement intensity com- 
ponents had been properly separated from the SRO 
diffuse intensity. Detailed discussion of how absolute 
intensity measurements are made and corrections 
due to incoherent scattering, detector dead-time, 
polarization, surface roughness, and TDS can be 
found in Schwartz and Cohen7 and Epperson, Ander- 
son, and Chen.4 

Once the Warren-Cowley short-range order pa- 
rameters have been determined, a structural model 
consistent with these parameters needs to  be found. 
Gehlen and C ~ h e n ~ ~  have developed a technique 
whereby a large computer model of the ordering is 
adjusted using Monte Carlo techniques until the SRO 
parameters of the model match the measured values. 
While it is not possible to  determine a single unique 



2376 Chemical Reviews, 1995, Vol. 95, No. 7 

It  is difficult t o  test the validity of truncating the 
Taylor series expansion at the harmonic term as in 
eq 15. This is because a binary system would have 
55 intensity components if the expansion is taken to 
third order-more than twice the number of compo- 
nents needed for the normal analysis-making a full 
comparison of the two methods using experimental 
data impractical. Computer simulation was recently 
used, however, to make this test for an oxide sys- 
tem.47 Here it is possible to compare the exact diffuse 
intensity with an expansion of eq 5 to  arbitrary order 
in atomic displacement. For the particular example 
chosen, which contained relatively large (3% rms) 
atomic displacements, a Taylor expansion to second 
order was found to fit the exact scattering reasonably 
well out to  a reciprocal coordinate h 2. Beyond 
this, however, higher order terms in the expansion 
must be included. A n  experimental measurement of 
the diffise intensity in a cubic stabilized zirconia (the 
system t o  which the computer simulation related) 
showed clear evidence of diffraction effects due to 
intensity components associated with the third-order 
term of the Taylor expansion. Care should therefore 
be exercised when applying these methods to systems 
where the atomic distortions are large. 
As an attempt to  minimize the number of intensity 

components to solve for and thus perhaps improve 
on the accuracy of the diffuse scattering analysis 
method outlined above, several investigators have 
begun to  analyze diffuse scattering data from alloys 
using the “null Laue” m e t h ~ d . ~ ~ , ~ ~  This method 
recognizes that in a binary alloy all even-order terms 
in the Taylor expansion of eq 5 vary as J C ~ A  + c ~ B I ~ ,  
whereas 1 ~ ~ 0  and 11 vary as c f ~  - f ~ ) ~  and WA,B(~A 
- f ~ ) ) ,  respectively. The measured diffuse scattering 
from a crystal tuned to a wavelength in which c f ~  - 
f ~ )  cz 0 (the null Laue condition) can be subtracted 
directly from a measurement made at a different 
wavelength where c f ~  - f ~ )  f 0 by simply scaling the 
earlier measurement to account for this change in 
scattering contrast. After subtraction only the diffise 
scattering from ISRO and 11 remain so there are only 
seven instead of the usual 25 intensity components 
left to  solve for. This considerably simplifies the 
resulting analysis. In practice it is difficult to  exactly 
satisfy the “null Laue” condition so the diffuse 
scattering is measured at three different wavelengths 
and the null Laue diffuse scattering is obtained by 
iteration. This method has been used to study short- 
range chemical and displacement disorder in Fe- 
C I - , ~ ~  Fe-Ni,50 and Ni-Cr5I alloys. 

An alternative to using a Taylor expansion has 
been presented by Dietrich and F e n ~ l . ~ ~  They pro- 
pose that a cumulant expansion of the exponential 
is more appropriate as it is guaranteed to converge 
and should do so more rapidly than a simple Taylor 
expansion. Expanded in cumulants to  second order, 
eq 15 can be written 

Welberry and Butler 

eq 22 for diffise scattering analysis is that it does 
not permit the diffuse intensity to  be expressed as a 
summation of component intensities as is possible 
when using the Taylor expansion. The correlation 
parameters cxt’,,), ((z;,J2), etc. must instead 
be solved for simultaneously using least-squares 
techniques. This can be accomplished by expanding 
the summation explicitly over the interatomic vectors 
Zmn and solving for the correlation parameters. This 
has the distinct disadvantage that you must choose 
in advance which Zmn t o  include in the analysis. In 
three dimensions the number of such vectors will be 
large even if only modest interatomic distances are 
to  be considered. With the Taylor expansion method 
the separated intensity components are Fourier 
inverted to obtain the correlation parameters, and 
thus all correlation parameters within limits set by 
the resolution of the measurement can be deter- 
mined. Such methods may play a significant role in 
the future in the application to materials where large 
atomic distortions are present and the Taylor expan- 
sion is of questionable accuracy. 

(exp{ 2nis-u}) x 

Equation 22 is exact when the displacements u are 
normally distributed and will, in general, be more 
accurate than eq 15. The practical difficulty of using 

3. Experimental Aspects 
The measurement of X-ray diffuse diffraction pat- 

terns poses special challenges that are not normally 
encountered when measuring Bragg peak intensities. 
These challenges arise from two facts: (1) Diffuse 
intensities are generally several orders of magnitude 
weaker than the Bragg peaks, and (2) the diffuse 
intensity is not composed of a set of discrete reflec- 
tions but is instead a continuous function of the 
reciprocal space coordinates. 

The fact that the diffuse intensities are much 
weaker creates the obvious difficulty that the time 
necessary to  acquire measurement statistics ap- 
proaching those routinely obtained from a Bragg 
reflection increases dramatically. Unfortunately, this 
is not the only difficulty encountered when measur- 
ing a weak diffuse signal. Diffraction of the Brems- 
strahlung X-rays, Compton inelastic scattering, X-ray 
fluorescence from the various atom species in the 
sample (excited either by the fundamental X-ray 
frequency or harmonics that pass through the mono- 
chromator), scattering from air molecules near the 
sample, and scattering from the sample holder a n d  
or container can all give contributions to  the total 
measured intensity that are comparable in magni- 
tude to the desired diffuse signal. These effects are 
regarded as only minor nuisances in the measure- 
ment of Bragg intensities but can make the collection 
of diffise scattering data difficult, particularly if a 
quantitative analysis of the data is desired. 

Furthermore, because the diffuse intensity is con- 
tinuous throughout the reciprocal space, any com- 
plete diffuse scattering measurement must sample 
numerous points in order to  approximate accurately 
the scattered intensity. For instance, while in a 
simple metallic alloy the integrated intensity under 
just a few dozen Bragg peaks is sufficient to  deter- 
mine the average structure to  very high accuracy, a 
diffuse scattering measurement of a disordered alloy 
crystal with the same average structure might re- 
quire several thousand individual measurements to  
sample (only coarsely) the full 3D diffraction volume. 
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Ideally, a general purpose X-ray diffuse scattering 
measurement apparatus would thus consist of (1) an 
intense source of X-rays to overcome the inherently 
weak diffuse scattering, (2) an evacuated sample 
chamber and sample holder that will not scatter 
X-rays in order to  minimize sources of background 
scattering, (3) a high-resolution energy dispersive 
detector that can distinguish between the coherently 
diffracted X-rays and the incoherent and fluorescent 
backgrounds, and (4) a detector that can integrate 
intensities from many reciprocal space locations 
simultaneously. It is difficult to satisfy all of these 
demands so all experimental arrangements reflect 
compromises made to obtain the best diffraction data, 
within a practical period of time, from a particular 
class of crystals and using readily available equip- 
ment. Below, the types of X-ray sources and detec- 
tors currently in use, sources of background scatter- 
ing, and corrections that might be applied to diffuse 
scattering data are outlined. This is followed by a 
description of some of the experimental configura- 
tions in current use. The list is not meant to  be 
exhaustive. It is intended only to illustrate the 
technical difficulties likely to be encountered when 
making a diffuse scattering measurement and to 
present some examples of how various components 
can be used to make these measurements. 
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3.1. X-ray Sources 
Standard laboratory X-ray sources (sealed-tube and 

rotating anode) are still widely used for diffise X-ray 
scattering studies. A monochromator, set to  select 
one of the characteristic emission lines of the anode, 
is essential because the coherent scattering from the 
Bremsstrahlung background might overwhelm the 
diffuse signal. Typically, a singly or doubly bent 
mosaic crystal monochromator is employed (most 
often pyrolytic graphite) to  maximize the total X-ray 
flux. Some angular resolution can be sacrificed for 
this purpose, because diffuse scattering measure- 
ments do not generally require high resolution unless 
there is a need to work close to  the Bragg reflections 
or highly anisotropic diffuse phenomena are being 
studied.52 With laboratory sources it may take 
several weeks to  collect data on a single sample. 
Incident beam monitors are thus often employed to 
correct long time fluctuations in the incident inten- 
sity (caused by barometric pressure changes, X-ray 
tube decay, etc.i7 

The availability of synchrotron radiation sources, 
which have X-ray fluxes several orders above that of 
a sealed tube or rotating anode, has created great 
opportunities for diffuse scattering  investigation^.^^>^^ 
Many crystals that would have been impractical to  
study because of the weak scattered intensities can 
now be probed using synchrotrons. The possibilities 
will increase dramatically in the coming few years 
when the next generation of synchrotron radiation 
sources (the ESRF in Europe, the APS in the United 
States, and SPRING-8 in Japan) will be available for 
general use. 

Besides this enormous increase in flux, synchro- 
trons also allow the incident X-ray energy to be 
tunable instead of limited to the few emission lines 
that standard laboratory sources are capable of 

providing. An X-ray wavelength might be conve- 
niently chosen to avoid unwanted fluorescence or 
even tuned to just below an X-ray absorption edge 
to take advantage of anomalous dispersion. With 
anomalous dispersion the scattering power of a 
single atomic species can be adjusted so that its effect 
on the diffraction pattern is enhanced or diminished. 
Additional structural information may be obtained 
by monitoring the changes in diffise intensity result- 
ing from changes in incident energy. This has proven 
to  be a powerful tool in neutron scattering where a 
similar effect can be obtained through isotopic sub- 
~ t i t u t i o n ~ ~  and is being increasingly used for diffuse 
scattering studies (it makes the “null Laue” method 
experimentally possible, for i n ~ t a n c e ~ ~ , ~ ~ ) .  

3.2. X-ray Detectors 
The electronic “point” counters typically used in the 

measurement of Bragg peaks are also used for diffuse 
scattering measurements. These include gas pro- 
portional counters, scintillation counters, and solid- 
state detectors. The relatively inexpensive gas and 
scintillation counters have energy resolutions of 
about 20% and 50%, respectively, and so can be used 
only to  discriminate against fluorescent photons of 
energy far from the characteristic radiation and the 
various harmonics (U2, A/3, etc.) that may pass 
through the monochromator. Solid-state detector@ 
(based on intrinsic semiconductor crystals of pure Ge 
or Li-doped Si or Ge) have much better energy 
resolution, about 3%, and are thus useful when the 
need to discriminate the coherent radiation from a 
nearby fluorescent line arises. These detectors are 
more expensive and cumbersome because they need 
to be cooled to eliminate thermal noise. 

Position-sensitive detectors (PSDs) are particularly 
useful for the collection of diffuse scattering data as 
many points in the reciprocal volume can be inte- 
grated simultaneously speeding up the measurement 
considerably. Wire detectors (both lD, which are 
often employed for powder diffraction, and 2D, which 
are increasingly used by macromolecular crystal- 
lographers) are convenient to use because each X-ray 
photon detected is electronically recorded. The data 
can therefore be displayed in real time without 
having to  resort to a development step as is necessary 
with photographic emulsions. 

X-ray film is still widely used because large areas 
can be covered and recorded with much higher spatial 
resolution than with any other detector. It is also 
inexpensive and can be cut to  shape and bent to  fit 
into a variety of X-ray cameras. Imaging plates57 are 
also flexible but with the advantage that they are 
more sensitive than X-ray film (by about a factor of 
60). These detectors contain a photostimulable stor- 
age phosphor (typically, BaFBr:Eu2+ or  CaS04:Dy3+) 
that is read by scanning a laser across its surface 
and recording the stimulated luminescence. Cur- 
rently, the spatial resolution58 of image plate X-ray 
detectors is of the order of 100 pm-significantly 
worse than can be obtained with film but this should 
not be a problem for most diffuse scattering mea- 
surements. Charge-coupled devices (CCD) also offer 
the possibility to  be used as 1D and 2D detectors in 
X-ray diffuse scattering studies.59 These can be used 
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where 28 is the scattering angle. This relation is 
independent of the incident energy and corresponds 
to a difference of about 10-400 eV in the energy and 
angular ranges generally employed in diffuse scat- 
tering measurements. It is thus very difficult to  
discriminate from the coherent X-rays. An estimate 
of the magnitude of the Compton scattering from a 
particular element in the sample can be obtained 
from the relation63 

as fast integrating detectors that either directly 
detect the X-ray photons or detect the emission of 
light from a phosphor exposed to the scattered 
X-rays. Unfortunately, CCD detectors are small 
(about 10 mm on edge) so it is difficult to  cover large 
angular ranges and this limits their usefulness. 
Advances in the application of this technology are, 
however, rapid so the use of CCD-based X-ray detec- 
tors may soon become much more common. 

With the exception of wire detectors, the PSDs 
mentioned above have no useful energy resolution 
and so cannot be used in situations where a large 
fluorescent background is created unless some other 
means of eliminating this unwanted background 
(such as using preferentially absorbing filters) is 
provided. Wire detectors can be connected to pulse- 
height analysis electronics thus becoming position- 
sensitive proportional counters (PSPC)60 and so 
obtain an energy resolution similar to  gas propor- 
tional counters, but this is often not done in practice. 

3.3. Sources of Background Scattering 
Because a diffuse scattering signal is potentially 

extremely weak, sources of background scattering 
that might normally be ignored may need to be 
carefully monitored. Fluorescent radiation, charac- 
teristic of the atom species present in the sample, 
often causes the greatest difficulty. It is excited when 
the incident X-ray energy is above (or just slightly 
below") a K or L absorption edge and might also be 
excited by harmonics of the fundamental energy 
which can be passed by the monochromator. 

Because low-energy X-rays (less than about 5 keV) 
are highly absorbed by air the K fluorescence from 
elements with atomic number less than about 22 (Ti) 
and L fluorescence from elements of atomic number 
below about 52 (Te) can generally be ignored. If the 
fluorescent X-ray photons have an energy much 
smaller than the coherent X-rays, but above 5 keV, 
then a filter (such as Al foil) may be placed in the 
path to preferentially absorb the fluorescence. When 
the fluorescent energy differs from the incident 
energy by less than about 30% a detector with energy 
discrimination will need to be employed to remove 
it. A solid-state detector can discriminate fluores- 
cence within about 200 eV of the incident energy, 
which is sufficient for most studies that do not involve 
anomalous dispersion. When working very close to  
an absorption edge, however, even a solid-state 
detector does not have the resolution necessary to  
eliminate fluorescence entirely. This is best handled 
by employing a monochromator on the diffracted 
beam62 which, depending on the optical arrangement, 
can provide an energy resolution of several electron- 
volts. An alternative is to  monitor, for instance, the 
K, fluorescence which will be well separated from the 
absorption edge, estimated the $ contribution from 
this, and then subtract it from the measured inten- 
~ i t y . ~ '  

X-rays scattered due to the Compton effect are also 
a source of background. The Compton incoherent 
X-rays differ in wavelength from the coherent X-rays 
by a factor 

(24) 
n=l 

where 2 is the atomic number, f n2  is the square of 
the scattering power of an individual electron of the 
element being considered, and I e  = l coh  + I inc  is the 
classical Thomson scattering associated with a single 
electron. At small angles Cf=fn2 x 2 so the inco- 
herent scattering is small, but at  large angles 
Zf=fnz - 0 and the Compton scattering dominates. 
The term Cf=fn2 is tabulated for each element64,65 
so it is possible to  compute the Compton component 
at  each diffraction angle and then subtract this from 
experimental data that has been measured in abso- 
lute scattering units (i.e,, normalized to Ie) .  

It is difficult to  block the scattering from air 
molecules in the incident beam path near the sample 
with scatter slits, so it is helpful to  eliminate it by 
housing the sample in an evacuated chamber. To 
avoid excessive absorption of the incident beam this 
housing is typically made of Be and mechanical 
vacuum is sufficient to  eliminate essentially all air 
scattering. Alternatively, the housing can be filled 
with a low-density gas (such as He) that will not 
scatter as strongly as air. It is, of course, desirable 
to  minimize scattering from the sample holder as 
well. If this is not possible, as will likely be the case 
with many macromolecular crystal samples that are 
grown in a glass capillary, it is important to recognize 
that the sample holder will contribute substantially 
to  the background. It is possible to  measure (and 
correct for) this background contribution by translat- 
ing the capillary along its axis until the sample is 
out of the beam. 

3.4. Data Corrections 
As with Bragg scattering data, standard corrections 

to  account for absorption, polarization, and detector 
efficiency, must be applied before a quantitative 
analysis of the diffuse scattering data can begin. 
Absorption corrections for many standard shapes 
(cylinders, spheres, etc.) have been derived for use 
in crystal structure determination and these are 
equally applicable for di&se scattering. It is dficult 
to  compute an accurate absorption correction for 
large, oddly shaped, crystals so it helps to  employ a 
reflection geometry in which the incident and scat- 
tered beams are at the same angle with respect to a 
large flat surface of the crystal. Absorption will then 
be constant for all angles. If this method is used it 
is important for the crystal face to  be polished smooth 
or there might be some additional absorption at low 
angles that can result from a rough surface. 

Standard laboratory monochromated X-ray sources 
are only partially polarized, whereas synchrotron 



Diffuse X-ray Scattering from Disordered Crystals 

radiation tends to  be polarized nearly completely 
along one direction. It is important, therefore, to  be 
aware of the degree of polarization of the source and 
to make appropriate corrections to  the data. Al- 
though the diffuse diffraction intensities are usually 
weak, the data often cover a wide dynamic range. 
Electronic detectors may thus need to  have their 
reported counts adjusted to account for deadtime.@ 
It is also prudent to  measure the detector’s dark 
current and make an appropriate correction to the 
data. 

When a direct numerical inversion of the corrected 
data is to  be made, for example, in the metallic alloy 
examples of the previous section, the corrected data 
need to be placed on an absolute scale. This is done 
by normalizing the measured intensity to that from 
a suitable standard sample such as polystyrene, or 
AI or Ni powder standards. Details on how to make 
this conversion can be found in Schwartz and Cohen7 
and in Epperson, Anderson, and Chen.4 
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of a graphite diffracted beam monochromator that is 
set to  scatter onto a linear position sensitive detector. 
The energy resolution of this device is such that, at 
most angles, both the resonant RamanG1 (fluores- 
cence) and the Compton incoherent scattering can be 
separated from the coherent signal. The Compton 
scattering cannot be separated easily at low angles 
because of the small energy difference, but, fortu- 
nately the correction is small at  these angles. 

The advantage of using an experimental arrange- 
ment like this is that very accurate quantitative 
diffuse X-ray scattering measurements can be made 
which can easily be converted to absolute scattering 
units. The disadvantage is that collecting data from 
large reciprocal space volumes will be slow (even if 
the X-ray source is intense) because the detector/ 
sample must be moved to each point in the measure- 
menmt volume. Position-sensitive detectors, which 
are capable of integrating the scattering from several 
points simultaneously, are useful for overcoming this 
difficulty. 

Osborn and W e l b e r r ~ ~ ~  have designed a diffuse 
scattering measurement system based on a 1D posi- 
tion sensitive detector that allows rapid collection of 
diffise scattering data using a sealed tube X-ray 
source. This experimental design is an electronic 
implementation of a standard Weissenberg camera 
set to collect data in the “flat cone” geometry.6s Here 
the (curved-wire) PSD is mounted vertically on one 
circle of the diffractometer which is set at  an angle 5; 
from the main horizontal monochromatic X-ray beam. 
The sample is mounted about a horizontal axis on a 
second circle. For any one setting of 5, a full 360” 
rotation of the crystal allows the measurement of the 
diffuse scattering in a complete reciprocal plane 
normal to the crystal rotation axis. A reciprocal 
space volume can be measured by collecting data on 
successive planes. 

This diffraction geometry has been used success- 
fully to collect data from several molecular crystal 
and oxide samples (see sections 4 and 7). The PSD 
does not have any energy discrimination capability, 
so the samples are limited t o  those that have little 
fluorescence or in which the fluorescence is of low 
enough energy with respect to  the main beam that 
it can be filtered. Also, if highly absorbing materials 
are used, small crystals will need to be employed to 
minimize the effects of absorption. Examples of 
diffraction data taken with this instrument are 
shown in Figures 5 ,  6, 8, 19, and 20. It should be 
noted that the problem of fluorescence can be mini- 
mized if synchrotron radiation is used since the most 
suitable wavelength for a particular problem can be 
chosen. 

Standard X-ray film techniques such as rotation, 
oscillation, and Laue (fixed-crystayfixed-film mono- 
chromatic radiation) photographs8 are also used 
because they can, in principle, measure the largest 
diffraction volumes in the shortest period of time. 
Laue photographs record a spherical 2D section of 
the scattering and require considerably less compli- 
cated equipment to  produce than other photographs. 
This is the preferred method in situations where 
crystal maneuverability is limited (for example, the 
low-temperature measurements of 1D conductors, see 

3.5. Measurement of the Diffuse Intensity 
The type of experimental arrangement employed 

to perform a diffise scattering measurement depends 
largely on the volume of the diffraction space that is 
to  be measured and the type of detector that will be 
used. For instance, if a full reciprocal space volume 
is to  be measured and a point-counting detector is 
used, then some means of rotating the crystal through 
all angles relative to  the incident beam and rotating 
the detector to various diffraction angles will be 
required. This is most conveniently done by employ- 
ing a standard four-circle X-ray diffractometer and 
is the arrangement typically used for the measure- 
ment of diffuse scattering in al10ys.~ 

The standard experimental configuration for alloy 
measurement consists of a sealed-tube or rotating 
anode X-ray source that is monochromated using 
doubly bent pyrolytic graphite. A single crystal with 
a large polished face (several millimeters on edge) is 
placed on a goniostat which is then mounted inside 
an evacuated Be hemisphere. A scintillation or solid- 
state detector (depending on the energy resolution 
required) is mounted on the detector arm and the 
slits are set to accept a relatively large angular range 
to maximize the number of detected photons at each 
position (high angular resolution is generally not 
required). A monitor detector (typically a spare 
scintillation counter) is used to measure the scatter- 
ing from a thin polymer placed in the incident beam 
so that fluctuations in the X-ray beam power can be 
corrected. 

A similar arrangement is used at synchrotron 
radiation sources except a Si(ll1) double-crystal 
monochromator is normally used and the X-rays are 
focused by a cylindrical (sometimes toroidally bent) 
glancing angle Pt-coated mirror. This mirror also 
serves to  eliminate the intense ;1/3 harmonic that is 
passed by the Si monochromator. An incident beam 
monitor is also essential for synchrotron measure- 
ments as the X-ray intensity decays with the current 
in the storage ring which can vary by a factor of 2 or 
more during a several hour measurement. For 
working very close to  an absorption edge, Ice and 
Sparks62 have developed a spectrometer consisting 
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section 5). Oscillation photographs can also be used 
to survey large regions of reciprocal space. They 
provide an integrated measurement over a range of 
spherical sections through the scattering and project 
this onto a single photographic plate. Because of the 
integration they are less able to resolve fine detail 
compared to the Laue method. They are the most 
frequently used technique for the measurement of 
diffuse intensities in large molecule crystals (see 
section 8). Moving film methods such as precession 
and Weissenberg photographs provide data in com- 
plete planar 2D sections of the reciprocal space, but 
are less efficient than the rotation, oscillation, or 
Laue methods since a large fraction of the scattered 
intensity is eliminated by the layer screens at  any 
one time. Precession photographs have the advan- 
tage that they provide immediately an undistorted 
view of the reciprocal section, but have a more 
complex mechanical operation than the Weissenberg. 
Full reciprocal space volumes can be recorded by 
taking a series of either of these types of photograph 
at  different crystal settings. 

Quantitative data can be extracted fiom these 
photographic exposures by reading the optical density 
with a microdensitometer. Alternatively, the more 
sensitive, but lower resolution, image plates or 2D 
wire detectors can be used instead of X-ray film. 
Samples that fluoresce need to be avoided. 

Many other experimental configurations for the 
measurement of diffuse scattering are possible. For 
instance a white beam could be used and the scat- 
tering measured with an energy dispersive detector.69 
A radial scan in reciprocal space can thus be recorded 
with a single crystalldetector orientation. A linear 
PSD could be mounted on the detector arm of a 
diffractometer to record a range of scattering angles 
to  the same effect.7O With the renewed interest in 
diffuse scattering measurement that has resulted 
from the availability of synchrotron radiation sources, 
many other useful ways to record the diffuse intensity 
are bound to be developed. 

4. Nonstoichiometric Oxides and Halides 
After the alloy systems, simple nonstoichiometric 

inorganic systems such as simple mixed oxides or 
halides potentially offer the next best prospect for 
quantitative analysis of diffuse scattering. For these 
systems, the number of parameters inherent in the 
formalism described in the section 2 (based on Taylor 
expansion of the diffraction equation to second order) 
is still within the bounds of what is practically 
feasible. Several such systems have been studied in 
some detail. Notable early studies were carried out 
on the systems TiO,?' and but here we concen- 
trate on systems in which there has been more recent 
activity. 
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Figure 4. Schematic diagram of the structure of CSZ's. 
The oxygen atoms (open circles) lie on a simple cubic lattice, 
while the cations (large shaded circles) occupy alternate 
cubes consisting of eight oxygen atoms to form an fcc 
lattice. A defect consisting of a pair of vacancies (black 
circles) separated by V~(Il1) is depicted in one of the cubes. 

tures (-1600 "C) leads to anion-deficient materials 
with important ceramic and superionic conduction 
properties. Although the average structure of these 
materials, as revealed by analysis of the Bragg 
reflections, is extremely simple (fluorite-type, space 
group &3m, see Figure 4), details of the exact nature 
of disordered structure have occupied scientists for 
many years.?s-82 Despite extensive investigations 
there still appears to be a lack of consensus among 
workers regarding the nature of the structural dis- 
order. 

Morinaga et al.'" carried out a quantitative com- 
parative study of the diffuse scattering from two cubic 
zirconias of compositions C ~ O  1 d r o  85001 SO and YO 214- 

Zro 78601  89s. They used expressions derived from the 
Taylor expansion to second order of the basic difiac- 
tion equation (see theory section) and fitted these to 
the observed scattering. They concluded that the 
diffuse scattering, which is similar for the two 
materials, is largely due to ionic displacements from 
the average structure, principally oxygens displaced 
locally in the (100) directions. Moreover, the short- 
range order parameters that were determined indi- 
cated that the stabilizing ion (CaiY) tends to be a 
second neighbor to an oxygen ion vacancy. These 
results are a t  variance with the model of the struc- 
ture proposed by Rossell and c o - ~ o r k e r s , 7 ~ ~ ~ ~ ~ ~  in 
which it is the Zr atoms that are associated with the 
oxygen vacancies and the stabilizing ions are found 
in domains of the so-called 41 structure (CaZr&d and 
have a full complement of eight coordinating oxygens. 

Neder, Frey, and c o - w o r k e r ~ ~ ~ * ~ ~ - ~ ~  have made 
extensive studies of the diffuse scattering (neutron) 
in calcia-stabilized zirconias of various compositions 
and a t  ambient and elevated temperatures (up to 
1750 K). These workers developed a theoretical 
framework for interpreting the diffuse scattering 
which was quite different from the formalism used 
by Faber e t  al., and followed earlier theories proposed 
by Hashimoto." These workers consider that the 
crystal consists of correlated microdomains. Each 
microdomain is described by the deviation of its 
structure factor from the structure factor of the 
average structure, and the correlation between the 
microdomains is described by a discontinuous distri- 
bution function. This formulation allowed rapid 
calculation of the diffraction pattern, so least-squares 
fitting to the observed data could be made for a 

4.1. Cubic Stabilized Zlrconias (CWs) 
The "stabilization" of the high-temperature cubic 

polymorph of ZrO2 by the addition of a relatively 
large amount (-5-50 mol %) of the oxides of a 
variety of lower valent metals-such as CaO, MgO, 
Y203, or the lanthanide sesquioxides LnaOs-and 
subsequent quenching from high enough tempera- 
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Figure 5. (a) Observed dimaction pattern of the (h k VZ) d o n  of Y-CSZ. Arrows indicate a pair of asymmetric peaks 
mentioned in the text. (b) Pattern calculated for the same section from a Monte Carlo simulation of a model system. 

variety of different models consisting of different 
types of microdomains. For each model the param- 
eters refined included positional parameters describ- 
ing the relaxation of the ions away from the position 
of the ideal fluorite structure. 

From these studies it was concluded that the defect 
structure consists of two types of detects: micro- 
domains based on a single oxygen vacancy with 
relaxed neighboring ions, and microdomains based 
on a pair of oxygen vacancies separated by l/z (111). 
In both types of microdomain it was concluded that 
the calcium ion is associated with the vacancy. 

Welberry et a1.5.".90 using a position sensitive X-ray 
detector system, recorded a more comprehensive and 
detailed set of diffraction pattems than had hitherto 
been available for an yttria-stabilized zirconia, Y0.39- 
Zr,j101.805. Rather than attempting to analyze the 
scattering directly in terms of the mathematical 
formalism given in the theory section, they used this 
formalism instead to guide a Monte Carlo simulation 
model. These data, an example section of which is 
shown in Figure 5a, reveal a number of distinctive 
qualitative features which, these authors argue, must 
be reproduced by any viable model of the system. In 
particular: sets of planes (lines in the 2D section) of 
very low intensity are visible normal to each (110) 
direction; pairs of diffuse peaks which span these 
lines are seen to be systematically more. intense on 
the high-angle side of the line than on the low-angle 
side; there are also distinctive triangular regions of 
scattering either side of the (0 4 VZ) reciprocal posi- 
tion, making a feature somewhat reminiscent of a 
"bow-tie". 

A model which was able to account for these 
features was developed (see Figure 5b). It consisted 
of two stages: a model for the ordering of the oxygen 
vacancies, followed by a relaxation of the cations 
around these vacancies. The model which best fitted 
the observed pattems was one in which the vacancies 
were ordered in such a way that nearest- and second- 
nearest neighboring pairs were avoided, as well as 
third neighbors along the diagonal of empty cubes of 
oxygens. Vacancy pairs along the diagonals of cubes 
containing the cations were favored. The cations 
were relaxed in such a way that if either of the two 

oxygen sites which span a given cation-cation vector 
were vacant, then the cations tended to move apart, 
while if both were occupied then the cations moved 
relatively closer together. The particular vacancy 
ordering scheme gave rise to the pairs of spots and 
the relaxation scheme resulted in the occurrence of 
the planes of low intensity caused by the correlated 
motion of cations along the (110) rows of closest 
contact, away from the defect sites. The asymmetry 
of the intensity of each pair of diffuse peaks occurred 
when the magnitude of the distortion was -3%. For 
small distortions the asymmetry was negligible. In 
this work it was assumed, in contrast to the earlier 
work of Morinaga et  a1.,18 that the cations provide 
the major contribution to the scattering. This was 
justified on the grounds that, although the average 
structure reveals that the oxygens have mean- 
squared displacements perhaps twice as large as the 
cations, the much greater scattering factors of the 
cations still dominate. Further evidence for the fact 
that the scattering is mainly due to the cations is 
given by the fact that the low-intensity planes are 
much less visible in Ca-CSZ's where additional 
contributions to the intensity arise from the direct 
contrast between the scattering factors of the two 
types of cation. 

An important observation coming from this study 
is the fact that for Y-CSZ the first two terms in the 
Taylor expansion, that is, the SRO term and the 
size-effect term, eqs 17 and 18, are 0. The scattering 
must largely arise from scattering terms Iz, eq 19, 
and higher. However, since Iz is a sum of cosines, 
the asymmetry in the intensity of the pairs of peaks 
must arise from the higher order I3 term which like 
all odd-numbered terms involves a sum of sines. This 
means that analyzing the data in terms of a Taylor 
expansion truncated at  second order cannot be 
justified-the magnitude of the displacements are too 
large in this system. In the case of the analysis of 
the Ca-CSZ's carried out by Morinaga et a1.,18 scat- 
tering due to the size-effect term I1 is present, so 
an asymmetry in the intensities of the pairs of peaks 
can be obtained without the need to invoke 13.  
However, I1 is of opposite sign to 13 and consequently, 
if displacement parameters are refined on the as- 
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sumption that they are due to I I  when in fact they 
are due to 13, spurious results might be expected. This 
may provide an explanation why Morinaga et 
found the Ca ions to  be the ones associated with the 
vacancies, which is counter to  all the chemical 
arguments of Rossel and co-workers that the Zr and 
not the Ca or Y should be 6-fold coordinated. 

A more recent studyg1 approached the problem 
from a different point of view in order to  reconcile 
the view of the diffuse scattering derived from these 
X-ray studies with observations using electron dif- 
fraction. In electron diffraction patterns, for which 
multiple scattering tends to  modify the azimuthal 
variation of intensity that is characteristic of dis- 
placement scattering, the diffraction patterns of 
CSZs are dominated by the presence of characteristic 
circles of diffuse scattering which occur centered at 
the V2{ 111} reciprocal positions and in planes normal 
to  the (111)" reciprocal directions. A computer 
model of the distribution of oxygen vacancies was 
directly synthesized by applying modulation waves, 
of wave vectors corresponding to these circles, to  the 
fluorite-type average structure. The derived oxygen 
distribution was then used in conjunction with the 
same cation relaxation method as before. When the 
quantity modulated was taken as the occupancy of 
individual oxygen sites, the calculated diffraction 
patterns were unsatisfactory, but when the modula- 
tions were applied to l/2(111) pairs of sites the 
calculated patterns showed good agreement with the 
observed X-ray patterns. 

4.2. Wustite, Fet-D 
The crystal structure of wustite, Fel-,O, is a 

defective variant of the rocksalt structure. The phase 
is stable to  lowest temperature (576 "C) for the 
eutectoid composition x = 0.055, but at  higher tem- 
peratures and pressures the composition range is 
extended. Below 576 "C the thermodynamically 
stable state is a mixture of metallic Fe and magne- 
tite, Fe304. Quenched samples of wustite can be 
studied under ambient conditions. A number of 
different subphases have been reported and these are 
designated by F", P ,  and P (see Manencg2). Fez+, 
Fe3+, and vacancies do not form a simple solid 
solution on the rocksalt cation sublattice. Average 
structure determinations reveal the presence of some 
Fe on interstitial tetrahedral sites. 

Diffraction patterns of P wustite show satellite 
peaks at reciprocal points h f n16, k f nzd, and 1 f 
n36 where nl, n2, and n3 are integers (0,1,2) and 6 = 
1/(R x ao) where a0 is the cell parameter and R 
2.5. R varies with x and is generally incommensurate 
with the rocksalt parent lattice. The peaks are sharp 
for higher values of x but tend to be more diffuse for 
small x .  It is generally accepted in the literature that 
the structure consists of a primitive array of defects 
arranged on a cell -Rae x Rao x Rao. Much 
discussion has centered on trying to establish the 
exact arrangement of ions in the detect and the 
relaxation of the surrounding rocksalt lattice. The 
simplest defect considered is one involving a single 
tetrahedron of four vacancies containing one inter- 
stitial cation (a 4:l cluster), but various other larger 
defect clusters obtained by combining the simple 
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tetrahedral cluster in corner- or edge-sharing ar- 
rangements have been postulated (see, for example, 
the review by Hazen and, Jeanlozg3). 

The satellite peak intensities have been used to 
obtain structural information on a quenched wustite 
with composition x = 0.082 by Koch and Coheng4 by 
assuming a commensurate supercell, and by Yama- 
motog5 by treating the satellite peaks as due to  a truly 
incommensurate modulation. Koch and Cohen re- 
ported that the model that best fitted their observa- 
tions was one in which the defect clusters consisted 
of 13 vacancies and four tetrahedral interstitial ions 
(13:4 cluster). Cations around this cluster tended to 
move in toward the cluster while anions tended to 
move away. Yamamoto's analysis of the same data 
showed that the problem could be treated as a three- 
dimensionally modulated structure but gave very 
similar results for the local arrangement of the ions. 
In a recent powder neutron diffraction study Radler 
et al.96 reported that for wiistites that are relatively 
oxidized (x  = 0.08-O.lO), a range of defect clusters 
(7:2), (10:3), as well as the Koch and Cohen (13:4) 
cluster appear to  be present. 

An early study of diffuse scattering in wustite was 
carried out by Hayakawa et al.97 for various composi- 
tions at 1113 K. This study, in agreement with the 
previous analyses of the peak intensities of the 
quenched samples, found a local contraction of the 
lattice around the defects. A full diffuse scattering 
analysis has more recently been carried out on a 
wiistite of compositionx = 0.07 at 1173 K by Garstein 
et al.98 and subsequently discussed in a number of 
p a p e r ~ . ~ ~ J O ~  The diffraction data that were obtained 
were separated into scattering due to ionic displace- 
ments and that due to the defect arrangement. The 
resulting local order parameters that were extracted 
indicated vacancy-clustering similar to that reported 
for the P quenched phase. However, the order that 
existed between the clusters was similar to  that for 
P" and quite different from that of the P subphase. 

Recently, Welberry and ChristylOl have recorded 
diffuse scattering data from a quenched wustite of 
composition close to  the eutectoid (x  = 0.057). This 
had typical P arrangement of satellite peaks but 
these were diffuse, anisotropically elongated, and 
were interconnected by weaker continuous streaks 
(Figure 6). In addition there were broader regions 
of scattering extending over larger regions of recipro- 
cal space. This study showed how the basic features 
of the scattering could be understood in terms of a 
paracrystal-like distribution of vacancy clusters, 
together with local relaxation around the clusters. 
The study did not attempt t o  address the question of 
which types of cluster were present-the simplest (4: 
1) cluster was assumed, pending more detailed 
investigations. 

4.3. Mullite, A12(A12+2~i2-2,)010-x 
Because of the fundamental importance of mullite 

to  ceramic science and the recent interest in incom- 
mensurate phases generally, numerous workers have 
attempted to  understand the structure and stability 
range of mullite.102-112 Like the CSZs described 
above, mullite is an anion-deficient material. The 
inherent disorder again involves short-range ordering 
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(a) (b) 

Figure 6. (a) Observed diffraction pattem of the (hkO) section of wiistite recorded using Mo Ka. ‘5” indicates a second- 
order satellite peak. (b) Magnified view of the region around the (200) reflection, showing the paracrystal-like streaking 
and the relaxation-induced asymmetry (After Welberry and Christy, ref 101). 
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Figure 7. The average structure of mullite (a) and the two chemical motifs used in the analysis (b). 

of the oxygen vacancies and associated cation shifts. 
Diffraction patterns of mullite (see Figure 8)  show 
incommensurate diffraction maxima in the l/$* 
section, but, in addition to these incommensurate 
peaks, there is strong diffise scattering over the 
whole 3D volume of reciprocal space. 

Details of the average structure of mullite of 
composition Alz(A12+~Si2-d010-x where 2 = 0.4, as 
revealed by the Bragg scattering, are shown in Figure 
7a. The structure is similar to that of sillimanite, 
Al(AlSi)O5. Chains of edge-sharing AI06 octahedra, 
running parallel to the crystallographic c axis, are 
cross-linked by (Al,Si) tetrahedra. In sillimanite the 
tetrahedrally coordinated cations are bridged by a 
single oxygen atom and are ordered in such a way 
that the bridging anion always connects a Sicontain- 
ing tetrahedron with an Al-containing tetrahedron. 
In mullite some fraction x of these bridging oxygen 
sites are vacant. To preserve charge balance, each 
of the 02- vacancies are accommodated by the 
exchange of 2A13+ for 2Si4+. Because the tetrahe- 
drally coordinated Al and Si are no longer present 
in the ratio of 1:l these sites necessarily become 
chemically disordered. Furthermore, crystal struc- 
ture analysis has identified the presence of a second 
tetrahedral site-displaced from the original by ap- 

proximately 1.3 &tha t  is presumably occupied by 
cations which have lost bridging oxygen atoms. The 
bridging oxygen atom was also found to occasionally 
occupy a site displaced 0.5 A from its normal position 
and appears to be associated with the displaced 
tetrahedral site. In Figure 7a the (Al,Si) tetrahedral 
sites are labeled T and T* and the bridging anion 
sites are labeled Oc and O.* where the asterisk 
indicates the displaced positions mentioned above. 

Following the average structure determination, 
McConnell and Heinel”? used a symmetry argument 
to characterize the form of the incommensurate 
modulation in terms of two ordering patterns. Sub- 
sequently the presence of these two ordering schemes 
was confirmed by an X-ray study of the satellite 
intensities.” These two ordering patterns represent 
component structures, which are, however, still aver- 
ages taken over a (100) plane. 

The presence of more general dit3b-e scattering was 
evident a t  an early stage,loz but progress in under- 
standing the origins of the scattering was slow until 
full 3D data of much higher quality became avail- 
able.l1° These data were analyzed by Welberry and 
eo-workers, first using Monte Carlo simulation and 
optical transform methods to compare a model with 
the observed pattems,llOJ1l but subsequently by 
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Figure 8. Example 2D sections of the 3D diffuse diEraction pattems of mullite: (a) Observed (hk0) section; (b) observed 
(hk0.8) section; (c), (d) calculated pattems corresponding to a and b, respectively. 

directly fitting the general diffuse intensity expres- 
sion obtained from the Taylor expansion to the 
observed intensity distribution.ll2 We here give a 
brief summary of this later work. 

With the large number of atom sites and atom 
types involved in the problem, it is not feasible to 
apply the alloy methods outlined in section 2 directly 
to the mullite problem. To make progress some 
assumptions must be made. Instead of assuming 
that an 0. oxygen site is vacant or occupied and then 
allowing surrounding cations to relax around these 
sites, it is assumed instead that there are two 
different chemical motifs which decorate the lattice. 
These are shown in Figure 7b. When a given Oc 
oxygen site is occupied, there is also associated with 
it two occupied T sites (motif 1). On the other hand 
if the given 0, oxygen site is vacant there is also 
associated with it two occupied T* sites and also the 
neighboring 0. oxygens shift to the O.* position 
(motif 2). I f  these two motifs are used instead of 
individual atoms, the atomic scattering factors in the 
diffraction equations can be replaced by motif scat- 
tering factors. Then, only the SRO term IO need be 
used to explain the scattering and the higher terms 
I I ,  Iz, etc. can, to a good approximation, be neglected. 
That is, the two different motifs entirely account for 

the atomic displacements that result from the vacan- 
cies. 
An analysis was carried out in which the SRO term 

defined in this way was fitted to the observed data 
in 3D, and short-range order parameters were de- 
termined. These af; now refer to the probability of 
finding defects of different kinds at the ends of a 
given vector. 
To demonstrate the effectiveness of the analysis, 

diffraction patterns calculated from this fitted model, 
using only the IO term, are shown in Figure 8, parts 
c and d. 

4.4. Anion-Excess fluorite, (Cal-,Y,)F2+, 
Halide compounds with the fluorite crystal struc- 

ture, with general formula ML+ Xz-, have a remark- 
able ability to accommodate large concentrations of 
R3+ dopant ions substitutionally on the ML+ cation 
sites. The addition of R3+ ions dramatically reduces 
the transition temperature T,, above which ionic 
conductivity is observed, and technological interest 
in solid electrolytes has led to considerable research 
effort aimed at understanding this effect and eluci- 
dating the structural changes which accompany 
doping. The detailed topology of the defect clusters 
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Figure 9. Schematic diagram showing how a cubeocta- 
hedral cluster fits into the fluorite structure. Each of the 
faces of one of the original fluorite cubes of anions is rotated 
through 45" to  make room for additional anions (light 
circles). 

formed in anion-excess fluorites is still the subject 
of some controversy, however, even in the most 
widely studied system, (Cal-,Y,)F2+,. 

Most diffraction work on these systems has in- 
volved single-crystal Bragg scattering or even powder 
diffraction, but recently Hull and Wilson113 have 
measured and analyzed diffuse neutron diffraction 
data for (Cal-,Y,)F2+,, where x = 0.06. Although we 
are not primarily concerned with neutron scattering 
in this review, the method of analysis employed in 
this study is equally applicable to  X-ray scattering. 
The method consists essentially of assuming the 
defects are isolated, and, hence, the total diffuse 
scattering is obtained by summing the scattering 
from each of the Nd defects incoherently. The struc- 
ture factor for a single defect cluster is given as 

and the total diffuse intensity as 

No 

Here n, is the number of defective ions (including 
vacancies) in a single defect cluster; P k  is -1 for a 
lattice site vacancy and $1 for an interstitial atom 
at the real-space vector Rk; Q is the scattering vector; 
bk is the neutron scattering length of the ion; NO is 
the number of possible orientations of the defect; SO 
is a fitted scale factor; the term eXp(-WkQ) is the 
usual Debye-Waller temperature factor for atom k, 
and C is a fitted constant (independent of Q) included 
to account for scattering due t o  instrumental back- 
ground, multiple scattering, and incoherent scatter- 
ing. Since the defect clusters often possess lower 
symmetry than the host fluorite lattice the summa- 
tion in eq 26 averages over the NO possible orienta- 
tions of the defect. 

Testing various models for the cluster geometry 
showed that the model which gave the best fit to  the 
observed scattering was a cubeoctahedral anion 

polyhedron formed by conversion of six edge-sharing 
(Ca,Y)F8 fluorite cubes into corner sharing square 
antiprisms (see Figure 9). 

4.5. Superconducting Oxides 
Soon after their discovery the average crystal 

structures of the high Tc superconducting oxides 
were determined, but efforts to  understand details 
about the nature of both the substitutional disorder 
and various displacive modulations observed in these 
materials has just begun. Most studies along these 
lines have employed transmission electron micros- 
copy and powder diffraction methods because the 
large single crystals necessary to perform X-ray 
diffuse scattering studies are rare. The complex 
average structure of these materials also makes 
quantitative analysis of the diffuse scattering quite 
difficult even when experimental data are available. 
Nevertheless, a few studies demonstrate the range 
of diffuse scattering features are quite rich and can 
be used to extract useful qualitative as well as 
quantitative information about the structure of these 
technologically important compounds. 

Moret et al.l14 measured the diffuse X-ray scatter- 
ing from single crystals of T12Ba2CaCu208[T1(2212)1, 
Tl2Ba2Ca2Cu~01~[T1(2223)], and TlBa2CazCu30g[Tl- 
(1223)l superconductors using a monochromated Mo 
Ka X-ray source in a transmission geometry that 
produces diffuse X-ray diffraction images (as projec- 
tions of the Ewald sphere) on photographic film. 
Measurements of all three compounds were made 
with the X-ray beam approximately parallel to the 
crystallographic e-axis (the axis along which the 
Cu-0 layers are stacked). All three compounds 
displayed an array of apparently incommensurate 
satellite spots. In the Tl(2212) and Tl(2223) samples 
the spots were observed at wave vectors of the form 
q = ( k , O , f l )  and q = ( O , f i , f l )  where z = 0.17 (not 
known to an accuracy which could rule out a l/6 
repeat). Related to these satellite reflections was an 
array of complex difise streaks along (110) that form 
arcs connecting the satellite reflections. No direct 
quantitative analysis or structural models reproduc- 
ing these diffraction phenomena were presented but 
the authors suggest that the diffuse scattering and 
satellite reflections are related and likely result from 
short-range substitutional ordering of Ca on the T1 
sublattice and associated static atomic displacements. 
The Tl(1223) sample also gave (much broader) satel- 
lite reflections and associated diffuse streaking but 
with different symmetry and repeat distances from 
the other two samples. 

Jiang, Wochner, Moss, and Zschack115 have mea- 
sured the diffuse X-ray scattering from a single 
crystal of YBaz(Cuo.955Alo.045)~O~. These measure- 
ments were made using a synchrotron radiation 
source with an energy tuned just below the yttrium 
absorption edge to eliminate Y fluorescence. The 
diffuse scattering (normalized t o  absolute scattering 
units) was mapped around the (0401, (240), and (220) 
fundamental reflections. Diffuse streaks were ob- 
served along the [ ll?] directions which the authors 
attribute to  (110):(110) shear displacements. A cal- 
culation of the static-displacement diffise scattering 
(assuming a random distribution of oxygen on the 
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Cu(l)-O planes) and the thermal diffuse scattering 
from their model are in quantitative agreement with 
the measured intensities. Cai, Zhu, and Welch1lG 
relaxed the constraint of random oxygen distributions 
by employing a lattice-gas model upon which an 
associated displacement field was applied and ob- 
tained better agreement with this data. 

Recently, X-ray diffuse scattering measurements 
have also been made in La2-,SrXNi04, and La2-,- 
Sr,CuO4 compoundsll’ with the hope of better un- 
derstanding the arrangement of charge carriers 
(introduced by the Sr doping) through the atomic 
displacements they induce. This study employed a 
synchrotron radiation source which was tuned to just 
below the Sr K-edge where fluorescence was mini- 
mized and the scattering contribution of the Sr could 
be altered by small changes in the incident X-ray 
energy. Strong diffise scattering was observed which 
did not change as the wavelength was adjusted 
indicating the diffuse scattering does not originate 
from the Sr acceptors and is more likely associated 
with holes residing in the (Ni/Cu)Oz layers. 
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a more drastic assumption that the defects were 
independent. 

4.6. Solid Electrolytes-P-Aluminas, a-Agl 
Diffise scattering has been used to study a number 

of other oxide or halide materials which are of 
interest because of their ionic conduction properties. 
In p- and p”-alumina diffuse scattering has been 
observed as a series of continuous diffuse rods normal 
to  the planes containing the conduction ions.l18 The 
rods are continuous in intensity indicating the com- 
plete independence of each conduction plane. Mea- 
surement of the coherence length for the disorder 
from the width of the rods and its variation with 
temperature enabled the authors to  deduce a model 
for both materials which accounts for their conduc- 
tivities.llg The relationship between the ionic con- 
duction properties and the diffuse scattering has also 
been studied in a-AgI. SakumalZ0 has given an 
extensive theoretical treatment and applied this t o  
the analysis of observed diffuse scattering from a 
powder sample. O’Sullivan et a1.l2I have carried out 
a computer simulation study on a-AgI and compared 
their results to earlier X-ray measurements.lZ2 More 
recently Keen et al.123 have recorded diffuse neutron 
scattering from an in situ grown single crystal of 
a-AgI at 770 K and used reverse Monte Carlo (RMC) 
simulation124 to interpret their results. 

4.7. Summary 
The examples presented in this section demon- 

strate that quite different approaches may be needed 
to analyze the diffuse scattering data of seemingly 
quite similar materials. Whereas, for example, the 
average structure of CSZs are simple, the scattering 
is complex and an understanding of the diffraction 
patterns requires terms in the basic diffraction 
equation out to  at least third order. Mullite, on the 
other hand, has a more complex average structure, 
but although the diffraction patterns appear equally 
complex they may be almost completely accounted 
for in terms of the first term in the diffraction 
equation if a suitable (very good) approximation is 
made. The analysis of the anion excess fluorite made 

5. Low-Dimensional Conductors 
Diffuse X-ray scattering has played and continues 

to play an important role in the development and 
understanding of low-dimensional conductors, insu- 
lators, and super-conductors. Early work in this area 
was reviewed by C0m6s.l~~ Since most observations 
of the effects are carried out at very low temperatures 
(10-50 K), obtaining diffuse scattering data is dif- 
ficult and the quality and extent of the X-ray pattern 
that can be obtained is severely limited. Practically 
all work has used the fmed-fildfixed-crystal method 
(Laue photograph) and monochromatic radiation. 
Because of the experimental difficulties, quantitative 
measurements of complete diffuse scattering distri- 
butions are not feasible. Nonetheless, much can be 
still learned from qualitative or semiquantitative 
studies. In addition, quantitative measurements of 
relative intensities as a function of temperature can 
provide valuable links with electronic measurements. 

5.1, Peierls Instability 
A characteristic feature of the diffraction patterns 

of 1D conductors is the presence of diffise planes that 
occur, normal to the 1D conducting direction, at wave 
vectors q = f 2 k ~  from the layers of Bragg reflections. 
These planes can be directly attributed to a Peierls 
distortion126 which occurs in a 1D metal. When 
observed in a fixed-fildfmed-crystal exposure, the 
diffuse planes appear as a set of diffuse lines, caused 
by the intersection of the diffuse planes with the 
Ewald sphere. These occur on either side of rows of 
Bragg reflections. Example diffraction patterns can 
be seen in Figure 12. 

In simple terms, a 1D metal with an electron gas 
filling all conduction band orbitals out to a wave 
vector k~ at 0 K (i.e. to the Fermi surface) is unstable 
with respect to  a static charge density wave (CDW) 
and accompanying periodic lattice distortion (PLD) 
of wavevector q = ~ W F  (a wave vector that clearly 
couples occupied electronic states near one section 
of the Fermi surface with unoccupied states near 
another section). The periodic lattice distortion cre- 
ates an energy gap at  the Fermi surface (see Figure 
lo), thereby lowering the energy of the electrons 
below the energy gap.127J28 The distortion proceeds 
until limited by the increase of elastic energy. The 
CDWPLD are stable below a temperature Tp, the 
Peierls transition temperature, but even above TP, 
pretransitional fluctuations can be observed. A 
detailed study of the diffuse scattering can give 

I I 1 
k- 

Figure 10. The simple 1D case of electronic stabilization 
in a “Peierls” distortion. 
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interest display substitutional or orientational dis- 
order of the constituent molecular species. The 
pinning of charge-density waves (CDW) to defects 
was shown to be essential for the understanding of 
the electronic properties of quasi-one-dimensional 
conducting m a t e r i a l ~ , l ~ ~ - ' ~ ~  even for low concentra- 
tions of defects such as those induced by irradiation. 
Consequently there has been interest in investigating 
the role of structural disorder in low-dimensional 
~ y s t e m s . l ~ ~ J ~ ~  

Liu et al.137 have performed extensive studies of 
the orientational ordering of the TMDTDSF molecule 
in a series of organic conductors (TMDTDSFIS 
where X is a monovalent anion (PFG, AsF6, Re04, BF4, 
and c104). The crystals of these materials have the 
same average structures as their analogs (TMTSFIS 
and (TMTTFhX indicating that the asymmetric 
TMDTDSF molecules are disordered. In addition to 
the diffuse planes which arise from the Peierls 
distortion, the diffraction patterns contain broad 
regions of diffuse scattering corresponding to the 
Laue monotonic scattering resulting from the two 
different molecular orientations. These broad bands 
are modulated in a number of different ways and the 
authors have investigated this by calculating the 
expected diffuse intensity in the (curved) section of 
reciprocal space corresponding to the observed pat- 
terns, for a number of models of the local order. 
These models took into account the possibility of 
short-range order (SRO) in the orientation of the 
molecules both along the chains and transverse to  
them, static displacements of the molecules due to 
their environment (size-effect displacements), and the 
contribution of thermal diffuse scattering (TDS). In 
all the crystals investigated the authors found that 
there was no significant SRO (of molecular orienta- 
tion) along the 1D chain direction but there was 
significant intrachain size effect. This could be 
attributed to the difference in size of the Se and S 
atoms which were in close contact along the chains. 
Size-effect displacements were estimated to be -0.1 
A for first neighbors and -0.03 %, for second neigh- 
bors. A further study of these and related systems138 
included investigations of mixed crystals [(TMTSF)l-,- 
(TMTTF),12C104 and (TMTSF)2[(Re04)1-,(ClO4)1-x1. 

The most dramatic demonstration of the pinning 
of the basic Peierls modulations by defects is given 
in a study of the effects of disorder in the solid 
solutions (TTF),(TSF)1-,TCNQ and (HMTTFX- 
(HMTSF)l-,TCNQ, where selenium- and sulfur-based 
donor molecules are a l10yed . l~~J~~  In Figure 12 we 
show the X-ray patterns (taken from ref 131) of the 
pure HMTSF-TCNQ system and of the solid solution 
(HMTTF)o,o5(HMTSF)o,g~TCNQ. For the pure mate- 
rial, (a) the f 2 K ~  diffuse lines are visible and there 
are no broad regions of scattering due to substitu- 
tional disorder. For the mixed crystal, (b) broad 
regions of diffuse scattering due to the substitutional 
disorder overlay the regions where the diffuse lines 
should be. On close inspection, however, the diffuse 
lines are visible but there is a marked asymmetry 
between the + ~ K F  and -2kF lines. Now, at  + 2 k ~  the 
lines have an intensity minimum visible at  the 
expense of the diffuse background (white arrows) and 
at -2kF an intensity maximum (black arrows). 

T T F  T C N Q  xk"x s s  ~ j = o = (  s SI x>=<"x SI s* 
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T M T T F  T M D T D S F  T M T S F  

H M T T F  H M T S F  

Figure 11. Some organic molecules used in charge- 
transfer salts that are referred to in the text. 
information on the in-chain correlation length of the 
lattice fluctuations and on the susceptibility of the 
coupled electron-phonon system. Since both varia- 
tions in charge density and in the atomic positions 
are involved, understanding the details of the diffise 
scattering requires knowledge of the hierarchy of 
terms that occur in the diffraction equations given 
in section 2. 

5.2. Charge-Transfer Salts 
The first experimental evidence for a Peierls in- 

stability in a real system was obtained for the 1D 
conductor K&(CN)~B~O.~-~H~O (KCP).129J30 With its 
single chains of Pt atoms, this system has remained 
the closest case to  the early theories of the effect, but 
since then, the search for higher conductivities has 
driven the interest toward organic charge-transfer 
salts of which TTF-TCNQ is the prototype mate- 
rial.131 A whole range of systems related t o  TTF- 
TCNQ has been studied including materials in which 
one or other of the acceptor (TCNQ) or donor (TTF) 
molecules has been replaced. Molecular drawings of 
some of these molecules are shown in Figure 11 for 
reference. 

The organic charge-transfer salts have progres- 
sively complicated the original picture of the Peierls 
distortion of a single metallic chain. These salts are 
composed of segregated one-dimensional (1D) chains 
of donor molecules (i.e., TTF, HMTTF, HMTSF) and 
acceptor molecules (e.g. TCNQ) on which electrons 
are delocalized. Whereas KCP shows continuous 
diffuse planes of scattering, in the organic systems 
these planes are interrupted because of variations 
due t o  the molecular form factor. The extension of 
the molecules perpendicular to  the stacking direction 
and, more importantly, the fact that they are often 
tilted away from the plane perpendicular to  the 
stacking direction, allows transverse as well as the 
simple longitudinal distortions of a chain to  modify 
the overlap of electronic orbitals and so contribute 
to  the Peierls distortion. When these different dis- 
tortions are in competition, phase transitions can 
occur. Another important difference is that these 
materials often contain two different types of metallic 
stack which may exhibit a Peierls transition at the 
same or a different temperature, further complicating 
the phase diagram.125 

5.3. Pinning of Charge Density Waves 
In addition to the diffuse scattering features that 

derive from the basic 1D instability some systems of 
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Figure 12. (a) X-ray pattern from HMTSF-TCNQ at 25K showing 2kp diffuse lines (black arrows). (b) X-ray pattern 
from the solid solution (HMITF)o.os(HMTSF)o,ssTCNB at 20 K showing the white diffuse lines at f 2 k F  (white arrows) and 
the black diffuse lines at -2kF (black arrows) for 1 > 0. Both X-ray patterns have been taken with about the same crystal 
orientation, with the c-axis horizontal and the b-axis vertical. The wavelength used was .IC. KO = 1.542 A. (Reproduced 
from ref 140 with kind permission of Professor J.P. Pouget. Copyright 1994 Elsevier.) 

- a  + a  
Laue scatterlng q = n  

Figure 13. Schematic representation of the intensity 
scattered by a chain in which an impurity pins a lattice 
distortion of wave vector q. In the case where f A  > fs two 
extreme situations corresponding to the relative phases @ 
= n and 4 = 0 are shown on top and bottom, respectively. 
(Reproduced from ref 140 with kind permission of Professor 
J.P. Pouget. Copyright 1992 Editions de Physique.) 

The explanation for this effect is that the white 
+2kp lines originate from a subtraction of a diffuse 
intensity term, due to lattice fluctuations, from the 
so-called Laue “monotonic” scattering due to the 
HM’ITFEIMTSF disorder, while the dark -2kp lines 
originate from an addition. Such negative and posi- 
tive interferences, which are shown schematically in 
Figure 13, were found to result from phase coherence 
between the position of the impurities and the lattice 
distortions. 

To obtain this result the authors studied a model 
system consisting of a 1D chain of two species of 
scatterer, A and B (atoms or molecules), of concentra- 
tion X A  and XB. It is assumed that the A species are 
the impurities and that around each impurity, lo- 
cated at  position ka, a displacement wave is pinned. 
This wave is characterized by its wave vector q and 
its correlation length 6. The displacement of the nth 
atom due to the kth impurity is written 

ui = cuq.  sin{2nq’(n - k)a + $} (27) 

where q’ belongs to the first Brillouin zone and tq 
4’ 

is a function of q’ centered around q. For this system 
the authors found aRer much algebra that the diffuse 
scattering is given by 

YD,ds) = YsRO(S) + Y w ( s )  (28) 

where 

ysR0(s) = xAxB(~A - FB)*Ca(m) exp(2niwma) 
m 

and 

YW(Q + q‘) = -2TAx&B(FA - FB)n 
cos(+su,.)Ca(k) exp(2m’q’-ka) 

k 

YW(Q - 9‘) = +2TAx&B(FA - F& 
cos (~u , . j~a (k)  exp(2niqWa) 

Here Y ,  is the contribution to the intensity causing 
the “white-line” effect. If the quantity FB(FA - FeJn 
cos(*) is positive (negative) the white lines will 
appear for wave vectors larger (SmallerJ than those 
of the Bragg reflections. 

Another large class of organic conductors has been 
synthesized by the oxidation of organic donors by 
various halogens. When iodine is used as an oxidiz- 
ing agent, it generally leads to compounds containing 
the triiodide anion 13-. In some ofthese systems the 
triiodide anions occur as disordered chains contained 
in an organic matrix which is basically crystalline.l’l 
In this respect these materials have much in common 
with urea inclusion compounds and are discussed in 
the next section. 

k 

5.4. Two-Dimensional Conductors 
In two dimensions, effects analogous to the simple 

I D  Peierls instability can occur, but detailed band- 
structure calculations are needed to determine the 
specific low-energy phonon modes that are in- 
~ o l v e d . ~ ~ ~ ~ ’ ~ ~  Unlike many of the 1D conductors 
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which usually form needle-shaped crystals, many 2D 
conductors, such as TaS2,lU have a 2D layer structure 
with very easy (mica-like) cleavages, making them 
difficult to  obtain in a form suitable for diffuse X-ray 
scattering studies. Much of the diffraction work on 
these 2D materials has therefore been in electron 
diffra~t ion, l~~-l~ '  for which the plate-like habit is 
more suited. 

Recent diffuse X-ray scattering work on a series of 
monophosphate tungsten bronzes, (P0~)4(W03)2~ ex- 
hibited two-dimensional electronic ~r0per t ies . l~~  Be- 
cause of their structural anisotropy, the transition 
metal oxides and bronzes form an important class of 
low dimensional conductors. The blue bronze Ko.3- 
Moos is a quasi-one-dimensional conductor, and 
CDW instabilities have also been reported in the Mo 
oxides and bronzes such as y- and l;l-M04011, 
KM06017.149 However, although these materials are 
2D conductors, the CDW instability is basically due 
to the nesting of flat 1D portions of their Fermi 
surface built on infinite chains of Moos or WOS 
o ~ t a h e d r a . ' ~ ~ - ~ ~ ~  

Chemical Reviews, 1995, Vol. 95, No. 7 2389 

CnHzn+2 provides perhaps the simplest exam- 
p1es,6J56-158 but molecules with various side groups 
attached have also been s t ~ d i e d , l ~ ~ J ~ ~  and similar 
thiourea compounds are known,lSO although the 
thiourea channels are not always hexagonal.161 

As well as the interactions between guest and host, 
which stabilize the framework, there are direct 
interactions between the chain molecules in both the 
longitudinal (parallel to c )  and lateral (perpendicular 
to c) directions. These competing temperature- 
dependent interactions result in the occurrence of 
different phases and a variety of disorder phenomena 
which manifest themselves by more or less compli- 
cated diffraction p a t t e r n ~ . l ~ ~ J ~ ~  

To demonstrate the sorts of issue involved in this 
field we discuss briefly the hexadecanehrea system 
reported by Forst et a1,156J57 An example diffraction 
pattern is shown in Figure 15. 

Several types of diffuse scattering are evident: 
(1) Between the rows of Bragg peaks there are thin 

diffise layers which have a spacing which is incom- 
mensurate with the spacing of the Bragg peaks. In 
the example shown (hexadecane) the first of these 
layers occurs at a position only slightly less than 
0.5c*, so that the incommensuration is only apparent 
at higher order levels. These incommensurate layers 
can be attributed to the chains of guest molecules 
which form a 1D chain within the urea channel with 
a repeat distance different from the urea repeat. The 
width (along c*) of these layers is comparable to  the 
width of the Bragg peaks, indicating that there is 
long-range order of the chains along c*. Weissen- 
berg photographs of the diffuse layers reveal that 
there is some fairly broad modulation of intensity 
within the layers, with maxima occurring at integral 
values of h and K. This indicates that the chains in 
neighboring channels are only very weakly cor- 
related. 

(2) A second type of diffuse layer of scattering (very 
broad), the first order of which can be seen near the 
top of Figure 15, corresponds to a real-space distance 
of 2.56 A and can be attributed to the identity period 
of the nearly periodic alkane molecule. 
(3) There is scattering within each Bragg layer, 

particularly around the Bragg peaks. On a Weis- 
senberg photograph of a single layer, this scattering 
is seen to extend as a series of streaks linking the 
Bragg peaks. 
(4) There is an overall continuous background 

scattering distributed nearly continuously in recipro- 
cal space (monotonic Laue Scattering), the origin of 
which is due to fluctuations in atomic position. 

By studying these various features as a function 
of temperature (phase transitions are observed at  
-365 K, -148 K, and -120 K) in addition to obtain- 
ing details of the average structures of the different 
phases, Forst et al. were able to  obtain insights into 
the molecular behavior in each phase. They conclude 
that phase I (above 365 K) is hexagonal with a 
(longitudinal and orientational) random distribution 
of the included molecules. Phase I1 contains partial 
longitudinal ordering of the molecules. The transi- 
tion from phase I1 to phase I11 involves the lateral 
orientational ordering of guest molecules in adjacent 
channels and a simultaneous orthorhombic deforma- 

6. Inclusion Compounds (Guest- Host Systems) 

6.1. Urea Inclusion Compounds 
Unlike the case of zeolite or clathrate inclusion 

structures in which weakly bound guests can reside 
in a practically unaltered host, the urea inclusion 
compounds involve remarkable interaction forces 
between host and guest that stabilize the urea 
framework in a structure much different from that 
of pure urea. Although urea inclusion compounds 
have been known for a long time,153 there is still 
considerable interest in attempting to relate the 
details of their complex diffraction patterns to  basic 
intermolecular  interaction^.^^^,'^^ The compounds 
consist of a hexagonal (in the high-symmetry phase) 
hydrogen-bonded framework of urea molecules, with 
open channels along a unique c-axis, exhibiting a 
honeycomb-like cross section. Within these channels, 
chains consisting of long chain molecules are embed- 
ded (see Figure 14). Inclusion of n-alkane molecules 

( a )  (b) 
Figure 14. Schematic structures of the urealn-hexane 
adduct in (a) phase I1 and (b) phase 111 (projections on x-y- 
plane) showing statistical and ordered arrangement of 
included paraffins (characterized by the plane of the 
C-C-C skeleton). Hexagonal and orthorhombic unit cells 
are indicated by dotted lines. (Reproduced from ref 156 
with kind permission of Professor F. Frey. Copyright 1986 
Elsevier.) 
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Figure 15. Oscillation photograph around the c-axis (f30") of the hexadecane adduet, normal-beam technique; Cu Ka 
radiation; 5 h exposure time; ambient temperature. (Reproduced from ref 157 with kind permission of Professor F. Frey. 
Copyright 1987 Munksgaard.) 

tion of the host. In phase IV a crystal-like ordering 
tendency of the paraffins plays the dominant role, 
while the host breaks into a heavily disordered 
domain structure. This study provides a good ex- 
ample of how careful observation of qualitative 
features of a diffraction pattern can provide a great 
deal of useful information about a system. 

6.2. Triiodide Chain Compounds 
There has been interest in a class of 1D conductors 

in which an organic matrix separates parallel chan- 
nels filled with triiodide anions, 13-. Several of these 
compounds have been found to contain disordered 
chains of the triiodide anions contained in an other- 
wise crystalline organic matrix. In this respect there 
are strong similarities to the urea inclusion com- 
pounds. As for the guest alkanes in the urea com- 
pounds, the polyiodide chains here can be treated as 
essentially independent a t  ambient temperatures, 
but become increasingly interdependent a t  lower 
temperatures, leading to phase transitions. Studies 
of the complex diffraction patterns of these com- 
pounds, an example of which is shown in Figure 16, 
have been made by a number of workers over a long 

Although in many ways the diffraction patterns of 
these materials are similar to those of the urea 
inclusion compounds, there is one substantial differ- 
ence. The diffuse planes of scattering, which can be 
attributed to the disordered polyiodide chains, be- 
come broader with increasing order of diffraction, 
indicating that there is no long-range order of the 
triiodide anions. 

Attempts to understand the intensity distribution 
of the diffise planes have used rather more quantita- 
tive approaches than has generally been the case for 
the urea compounds. Albouy et al. in work on the 

period of time,6.141.162-164 

compound tetraphenyldithiapyranylidene iodide 
[DIPS(CBHs)4(13)o.,6]~4i assumed that the distribution 
of triiodide anions along the c-direction followed that 
of a 1D harmonic liquid. They obtained expression 
for the intensity scattered by a chain in terms of only 
two parameters, the distance 6 between two adjacent 
iodine atoms in an 13- unit, and the mean-squared 
fluctuation 02 of the distance between first neighbors 

I(u) = 

Here, fi(q) is the atomic scattering factor for iodine 
and 1 + 2cos(q,6) is the geometric structure factor 
for the 18- unit. A good fit to the observed intensity 
distribution was obtained for value of u = 0.35 A and 
6 = 3.0 A. 

In discussing 5,lO-diethylphenazinium iodide [Ez- 
PI1.~] Rosshirt e t  used an approach based on 
the Hosemann paracrystal me th~d . '~~- '~ '  Here a 
distribution function hl(z) is assumed for the first 
neighbors of an arbitrary reference unit, and then 
the function describing the mth neighbor is obtained 
from this by an m-fold convolution. Three different 
models which differed in the form taken by hdz)  were 
tested. Of these, one, in which hl(z) was a Gaussian, 
was formally identical to the harmonic liquid distri- 
bution described in the previous paragraph but the 
other two models involved an asymmetric form for 
hl(z). The strongly asymmetric function used for the 
second model described a kind of "hard-sphere" model 
with a shortest distance of approach co and had a 
characteristic width UI. The third model allowed 
some internal flexibility of the 13- unit and produced 
a first neighbor distribution with an intermediate 
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Figure 16. A stationary crystal stationary film monochromatic radiation diffraction pattem of the triicdide compound 
E2PI16 (5.10-diethylphenazinium iodide). (Reproduced with kind permission of Professor F. FEY.) 

degree of asymmetry. Of the three models the 
authors found that this last fitted the observed 
distribution best, and they plotted the mean separa- 
tion of the Is- units together with ita mean square 
deviation, as a function of temperature. 

In later studies on this system Fref describes 
attempts to improve on the original analysis by 
including a more realistic I3 molecular structure and 
including lateral dependence perpendicular to c*. 
Analytical expressions as well as expansions in 
powers of Fourier-Bessel functions were used, but 
none of the models tested was able simultaneously 
to quantitatively fit the intensity distribution in all 
diffuse layers. It was concluded that it was necessary 
to allow all internal degrees of freedom of the iodine 
molecules to be treated as free parameters, and an 
analysis using such a model was attempted from pure 
diffuse data recorded at  low temperatures (25-30 K) 
when the fluidlike character along c is lost. In all of 
this work Frey stresses the difficulty but also the 
importance of obtaining good-quality intensity data 
which have been corrected for background scattering 
and geometrical fadors. 

6.3. Hollandite 
Another family of compounds that has attracted 

attention as an example of guest-host systems and 
because of its ionic conductivity properties is hollan- 
dite. A large number of hollandites both natural and 
synthetic are known and have the general formula 
A,'+E~,"+Byw+O~~, where u = 1 or 2, u = 4, and w = 
1, 2, or 3. Hollandites are constituted by a frame- 
work of (EIE')Oa octahedra providing tunnels of 
square cross section running along c (see Figure 17). 
The tunnels can be viewed as a string of cavities large 
enough to accommodate the A cations. Diffraction 
patterns of hollandite-type structures generally dis- 
play superstructure reflections or diffuse scattering, 

Figure 17. The hollandite structure viewed down c 
showing the network of (BIB')O6 octahedra providing 
tunnels of square cross section which contain the cations 
(circles). 

and it is well established that this is nearly always 
due to the arrangement of A cations in the host 
l a t t i ~ e . ' ~ - ' ~ ~  Two extreme cases of superstructure 
can be distinguished a 1D case in which the cations 
are ordered within tunnels but with no correlation 
between tunnels, and a 3D case in which there is both 
inter- and intratunnel ordering. Intermediate cases 
of the 3D ordering have been observed and can be 
characterized by a lateral correlation length. The 1D 
ordering may also be of a limited range and is 
characterized by an intratunnel correlation length. 
Another feature of the hollandite compounds is that 
the intratunnel order is often incommensurate with 
the period of the host lattice. The diffraction patterns 
of these incompletely ordered systems are character- 
ized by the presence of diffuse layers of scattering 
perpendicular to e*. These systems therefore have 
much in common with the urea inclusion compounds 
and the iodine chain compounds described above. 

Terauchi et al.I7O discuss the case of the hollandite 
Kl.s(~l.sTie.s)Ol6, in which the K+ ions form a strongly 
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often has independent interactions with a large 
number of surrounding molecules. Despite this, 
however, there is a large body of a priori chemical 
information available which is capable of defining the 
internal geometry of molecules using only a few 
parameters and, similarly, there are well-developed 
semiempirical theories of how molecules interact with 
each other, again only requiring relatively few defin- 
ing parameters. When this is taken into account it 
is clear that quantitative descriptions of the diffuse 
scattering from molecular crystal systems should be 
feasible using only a small number of basic inter- and 
intramolecular interaction parameters. 

Apart from the study of compounds which have 
interesting or useful properties directly linked to the 
disorder itself (e.g., the urea inclusion compounds or 
the charge-transfer complexes discussed in earlier 
sections), the study of disorder in molecular crystals 
generally can provide insights into problems which 
occur in disordered materials in other areas. The fact 
that organic synthesis can provide virtually limitless 
possibilities for varying molecular shapes, sizes, 
intramolecular degrees of freedom and even inter- 
molecular interaction potentials allows tailor-made 
examples to be produced virtually at  will. Added to 
this is the fact that, for many molecular solids, effects 
of interest are accessible at ambient (or close to 
ambient) temperatures and pressures, and crystals 
are generally easy to obtain and handle. With the 
recently increased interest in diffuse scattering from 
macromolecular crystals (see section 8) it is likely 
that a rigorous understanding of diffuse scattering 
from small molecule systems will provide a valuable 
adjunct to  studies of macromolecules, in the same 
way that Bragg scattering studies of small molecules 
which mimic-some aspect of macromolecular struc- 
ture and function are currently considered valuable. 

7.1, Substitutional Disorder in Anthracene and 
Benzene Derivatives 

Extensive studies have been carried out on a 
number of aromatic systems in which disorder occurs 
because the disposition of methyl and halogen groups 
around the aromatic center allows the molecule to  
take up either one of two different orientations in a 
given molecular site181-185 (see Figure 18). The 
possibility of disorder arises because of the similarity 
in size and shape of these constituent groups for 

correlated commensurate structure along the tunnels 
but with relatively weak correlation between tunnels. 
The widths of the diffuse planes along the c*- 
direction were found to correspond to a correlation 
length of -100 A while in the a-b-plane it was only 
-40 A. 

The most comprehensive study of diffise scattering 
in a hollandite has been reported in a number of 
papers by Rosshirt et a1.52J71-173 In this case the 
material studied had composition K1.dMg0.77Ti7.23)- 
016 with the K+ ions embedded in the tunnel cavities 
with an average occupancy of 0.77. This material 
had previously been studied by B e ~ e l e r l ~ ~  who re- 
ported the diffuse layer system perpendicular to c* 
indicating an incommensurate K ordering along the 
channels. Rosshirt et al. investigated both low (35 
K) and high (875 K) temperature diffraction patterns 
as well as carrying out neutron diffraction and 
synchrotron radiation studies. Although qualitative 
explanations were given for most of the observed 
features of the diffraction pattern, a more quantita- 
tive analysis in terms of theoretical models was not 
given. 

6.4. Graphite Intercalation Compounds 
Graphite intercalation compounds may be consid- 

ered to be a special case of guest-host systems and 
there is a considerable literature on them (see, e.g., 
ref 175). However, a relatively small number of 
studies on these systems has involved single-crystal 
X-ray diffraction, and most recent r e ~ o r t s l ~ ~ J ~ ~  refer- 
ence the work of Rousseaux et a1.,177J78 who obtained 
diffuse X-ray diffraction photographs from RbC24 and 
KCZ4 single crystals as a function of temperature. At 
room temperature these showed modulated liquidlike 
rings of diffuse scattering around each graphite 
Bragg peak, while at lower temperatures the rings 
began to break up into discrete spots as the interca- 
lated Rb or K tended to crystallize. More recently 
the same workers have reported more detailed stud- 
ies using data recorded on a diffra~t0meter.l~~ Fan 
et al. 180 have performed molecular dynamics simula- 
tions to compare t o  the experimental patterns. 

7. Diffuse Scattering from Molecular Cvstals 
Substitutional and/or orientational disorder occur 

frequently in organic molecular crystals, but when 
these effects are encountered they are all too fre- 
quently treated either solely as an average structure 
problem (with the use of increasingly sophisticated 
constrainthestraint algorithms to analyze the Bragg 
diffraction data) or ignored completely. Only rela- 
tively few attempts to  utilize the diffuse scattering 
from these compounds have been made. 

It is clear from the work described in earlier 
sections that applying the formalism used so suc- 
cessfully to  analyze alloys becomes increasingly 
fraught with difficulties as disordered systems be- 
come more complex, so much so that for many 
systems only qualitative descriptions of effects seem 
possible. Many disordered organic molecular crystal 
systems represent a degree of complexity far greater 
than that of simple alloys. Not only are there many 
more atoms in the unit cell, but also each molecule 

M. 
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81 
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Figure 18. Some organic compounds that form disordered 
crystals in which the molecule can occupy a given site in 
the crystal in either one of two different orientations as a 
result of the similarity in size of the methyl and halogen 
substituents. 
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Figure 19. A portion of the (/&A) section of the dsaction 
pattem of BEMB2 showing the "hole" in the diffise 
scattering around the (010) reciprocal position. 

crystal packing, and the large difference in X-ray 
scattering power between methyl and halogen makes 
these systems ideal examples for study of the result- 
ing diffuse scattering distributions. 

In early studies181J8z the investigations yielded only 
qualitative descriptions of the short-range order 
which occurred between the orientation of molecules 
in neighboring sites. Later, a least-squares proce- 
dure in which correlation coefficients (or SRO pa- 
rameters) were determined by fitting a series of 
calculated distribution finctions to the observed 
patterns was d e v e l ~ p e d . ' ~ ~ - ~ ~ ~  Each distribution 
function consisted of those atom-pair terms in the 
SRO expression of eq 17 which corresponded to a 
given intermolecular vector and could be calculated 
from atom coordinates obtained from the average 
structure determination, leaving only the aymv to be 
determined. Although this methodology was mod- 
erately successful for systems in which most of the 
diffuse scattering could be assumed to be of substi- 
tutional origin, it was still necessary to remove from 
the data regions of scattering near Bragg peaks, 
attributed to  TDS. The methods were clearly inad- 
equate for more general problems where displace- 
ments associated with the disorder might be impor- 
tant. Another limitation was the relatively small 
number of different distribution functions that could 
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realistically be handled, a limitation that severely 
restricted the spatial resolution of the diffise features 
that could be fitted. 

The example of 1,3-dibromo-2,5-diethyl-4,6-di- 
methylbenzene (BEMB2F displayed an interesting 
and unusual diffraction effect that has been the 
subject of further study.188 In this material there is 
a broad region of diffuse scattering extending along 
the b* reciprocal axis which was well modeled by the 
earlier study. In the region of the (010) position, 
however, there is a distinct "hole" in the diffuse 
scattering (see Figure 19). This feature was not 
modeled in the earlier study since the width of the 
hole corresponds to a spatial frequency well in excess 
of any of the intermolecular vector distances that 
were incorporated in the analysis. 

It was concluded that the SRO diffise scattering 
is dominated by molecular dipole-dipole interactions 
which result in a tendency for molecules locally to 
try to pack in a configuration that results in a c-glide 
relationship between neighboring molecules. On a 
larger scale (the reciprocal of the hole diameter) the 
average structure is dominated by basic intermolecu- 
lar repulsive forces which result in a preference for 
a packing with a 21-screw arrangement [which gives 
rise to  the systematic absence close to (010)l. 

7.2. Disorder Involving Atomic Displacements 
For systems in which significant displacements 

accompanying the substitutional disorder, terms in 
the diffraction equation other than the SRO term in 
eq 17 need to be considered. So far, however, no 
attempt has been made to analyze diffuse scattering 
from molecular crystals in this way. Instead com- 
puter simulations have been employed to model the 
disorder. 

Detailed diffise scattering patterns (see Figure 
20a) have been recorded for p-chloro-N-@-methyl- 
benzylidene)aniline5Ja7 (MECL see Figure 21). The 
observed scattering in this system has been inter- 
preted by comparison with diffraction patterns of a 
model system obtained using Monte Carlo simulation 

Figure 20. (a) Observed diffise X-ray scattering in the (h01) section of MECL and (h) diffraction pattem of the same 
section calculated from a Monte Carlo computer model. 
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temperatures just above the phase transitions. Sub- 
sequently Welberry and Mairlg2 made a more exten- 
sive study of the variation of correlation length with 
temperature in each of three crystallographic direc- 
tions. In this study these correlation lengths, El , .  &, 
and &, were measured by fitting a Lorentzian form 

MECL biphenyl plerpbenyl 

Figure 21. Some organic compounds that form disordered 
crystals in which atomic displacements make important 
contributions to  the diffuse scattering. 

(see Figure 20b). Strong diffuse scattering peaks ( C )  
originate from a type of disorder in which the 
molecule is flipped end-to-end and indicate a ten- 
dency for the structure to  form a superlattice with 
local symmetry P21In compared to the P21Iu sym- 
metry of the average structure. A second type of 
disorder involving side-to-side flipping of the mol- 
ecules appears to  occur randomly with no evidence 
for short-range ordering, producing only broad re- 
gions of scattering (B). Accompanying these two 
effects there is also strong TDS-like diffuse scattering 
surrounding many of the Bragg peaks (D and E). This 
scattering remains strong on cooling to  -80 K and 
so must arise from static displacements resulting 
from the orientational disorder. This scattering was 
modeled reasonably satisfactorily by assuming rigid- 
body molecular displacements which were correlated 
from site to  site, but which were assumed indepen- 
dent of the orientational SRO. This is clearly not a 
completely satisfactory description since some fea- 
tures (GI in the observed pattern are not reproduced, 
and further work is anticipated. 

7.3. Disorder in Polyphenyls 
There has been considerable interest over the last 

two decades in the crystalline states ofp-polyphenyls. 
In such compounds (see Figure 21) phenyl rings are 
joined together by carbon-carbon a-bonds. The 
conjugation favors a planar arrangement, but repul- 
sion between the o-hydrogens induces a nonplanar 
conformation. In crystals the intermolecular forces 
are of a comparable magnitude to the torsion forces, 
and since these packing interactions prefer the 
molecules to  assume flat configurations this competi- 
tion gives rise to  molecular conformation instability. 
At room temperature both biphenyl and p-terphenyl 
appear planar, but are evidently undergoing large 
torsional excursions. At lower temperatures phase 
transitions result as these torsional displacements 
are frozen in. Biphenyl forms incommensurately 
modulated low-temperature phases, and these have 
attracted e ~ p e r i m e n t a l l ~ ~ J ~ ~  as well as theoreticallgo 
interest. At low temperatures p-terphenyl forms a 
commensurate superstructure, involving a doubling 
of both the a and b cell dimensions, in which the 
phenyl rings are noncoplanar. The diffise scattering 
which accompanies these changes has been observed 
by numerous workers, but no attempt has been made 
to quantitatively model the whole diffuse scattering 
distribution. Lechner et al.lgl made reciprocal space 
scans through a diffuse reflection at  9/2 l12 0 at three 

to  2D sections of diffuse data which extended over a 
reciprocal unit cell. 

7.4. Orientational Disorder in Solid C ~ O  
There has been considerable interest in recent 

times in the novel molecules, c60, (370, and higher 
analogue fullerenes.lg3 Although these materials are 
intrinsically disordered and have been studied by a 
wide variety of techniques,lg4 very little work has 
appeared involving diffise X-ray scattering. At room 
temperature solid c60 forms a face-centered cubic (fcc) 
lattice where the nearly spherical c60 molecules are 
orientationally disordered. Below 259 K the crystals 
undergo an fcc to  simple cubic (sc) orientational 
ordering phase transition, and a further transition 
at  225 K has also been reported.lg5 Moret et al. 
carried out an investigation into this ordering process 
using diffise X-ray scattering at  temperatures rang- 
ing from ambient down to  20 K. Using fixed-crystal 
fured-film diffuse scattering photographs, they ob- 
served three types of diffuse scattering. The authors 
report that two of these types of scattering are 
produced by fluctuations corresponding to the two 
structural transitions. They correspond to intermo- 
lecular correlations on a sc and a doubled-cell fcc 
lattice, respectively. The third type of scattering 
persists to  low temperatures and it is presumed that 
this originates from a one-molecule disorder such as 
an orientational disorder of uncorrelated c 6 0  mol- 
ecules. 

8. Diffuse Scattering from Macromolecular 
Crystals 

Compared to  the study of diffuse scattering in 
small molecule and other simple structures the study 
of diffuse scattering in macromolecules is still very 
much in its infancy. It is not difficult t o  understand 
why this should be so, since determination of the 
average structure from the Bragg reflections is itself 
far from routine for these massive structures. The 
simplified view of a crystal in which each unit cell 
contains the same identical arrangement of atoms is 
no longer completely tenable. Owing to  their large 
size and weakly coupled atomic interactions, protein 
molecules can assume many different, although 
closely related, conformational substates at room 
temperature. In addition, protein crystals are often 
only about half protein; the other half of the crystal 
volume being occupied by solvent molecules.196 

Given the multiplicity of different ways in which 
diffuse scattering can arise even in simple systems 
together with the large number of atoms or  larger 
structural component that may be present in a 
protein crystal, it might appear that the problem of 
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Figure 22. Diffuse scattering observed in single-stranded DNA binding protein f" E. colim A 4' oscillation with the 
oscillation axis vertical. Note the broad diffuse ring "R" and the diffuse streaks "S". (Reproduced by kind permission of 
Dr. Paul Cam. Copyright 1994 Academic.) 

obtaining useful information from the diffise scat- 
tering presents an intractable problem. On the other 
hand, it is well established that the biological activity 
of proteins is related not only to their mean molecular 
structure, but also to their intramolecular mobil- 
ity.19'-2w Consequently any information that might 
be obtained from the diffuse scattering, which origi- 
nates directly from such motions, offers potentially 
rich rewards over and above the information that is 
obtained from the average structure analysis. In this 
section we explore the progress which has been made 
so far in this difficult field. 

Interest in diffuse scattering from proteins has 
undoubtedly greatly benefited from the advent of 
synchrotron X-ray sourcespo1 with their high inten- 
sity, high beam collimation, wavelength tunability, 
and ability to produce less beam damage than 
conventional sources. Using such sources Glover e t  
al.202 have explored the different types of diffise 
scattering effects that can be observed in a variety 
of different macromolecular systems. The examples 
presented by these authors exhibit a whole range of 
different diffise scattering effects. These range from 
avian pancreatic polypeptidepo3 (aPP) which, for a 
macromolecular crystal, has an unusually small 
amount of diffuse scattering, through ones such as 
bovine ribonuclease A (RNAse),2M which shows dis- 
tinct acoustic thermal diffuse-scattering halos around 
the Bragg peaks. A rabbit serum transferrinpo5 
crystal exhibited considerable diffuse scattering con- 
sisting of a broad ring with a distinct diamond shape 
to its inner (low-resolution) edge but also contained 
a series of streaks running a t  approximately 45" to 
the Bragg layer lines. In addition, there are other 

features apparently not associated with the Bragg 
peaks. 

Such scattering can also be recorded on more 
conventional sources. In Figure 22 we show a typical 
diffise scattering pattern recorded using an R-axis 
image-plate system. 

Although some investigations have been carried 
out on systems in which there is clearly disorder 
involving different species within the lattice,207 the 
majority of studies have concentrated on modeling 
the atomic displacement patterns in crystals where 
it is assumed that a single molecular species is 
present. There is strong evidence of the dynamic 
nature of the disorder in the majority of mammo- 
lecular crystals.2°8-212 

A common feature of most diffise patterns is the 
presence of an anisotropic ring of inhomogeneous 
diffuse intensity in the regions between -4.5 .& and 
2.8 .& resolutionpo2 (see also Figure 22). Although 
solvent scattering (both within and surrounding the 
crystal) and scattering from the glass capillary may 
account for some of this, the intensity and marked 
anisotropy of the ring clearly indicates that much of 
the scattering originates from, and is characteristic 
of, the sample. Attempts to model this scattering in 
terms of atomic displacement patterns may be taken 
in several stages. 

The intensities of Bragg reflections at the reciprocal 
lattice points (hkl) correspond to the squared Fou- 
rier transform of the average structure, F(hk2) = 
IFT(e(r))I2, whereas the total intensity F(S) scattered 
by the crystal as a function of the continuous recipro- 
cal space coordinate S = IS1 = 2sin(B/lJ is defined by 
the average of the squared Fourier transforms of the 
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instantaneous structures ( IFT&-)12). The diffuse 
part of the scattering pattern, or what is referred to 
as variational scattering in the protein literature, 
corresponds to  the difference between these two (i.e., 
the difference between the average of the square and 
the square of the average transform, or the variance 
of the transformed density): 

Welberry and Butler 

I,(S) = 11 - exp{-(2z~d,>~}1 x 

FT[P,(r>exp{ - ( 1/2 ) W ~ J ~ I  I (35 

Here Pdr) is the Patterson or autocorrelation func- 
tion of the ideally ordered unit-cell structure, FT 
stands for “Fourier transform”, and exp{ -(1/2)(r/ys)2} 
is a monotonically decreasing function that smoothly 
truncates the Patterson function. As an alternative 
to this Gaussian function, a simple exponential, exp- 
{ -(r/y,)}, was also used. y s  is a parameter specifylng 
a range over which short-range coupling of the atomic 
motions occurs (hence the subscript s) and together 
with the root mean-squared displacement 6, repre- 
sent short-range coupling parameters that may be 
adjusted to obtain the best fit to  the observations. 
For insulin the value of ys  that gave best agreement 
was -6 A and of 6, 0.4-0.45 A. 

In addition to these short-range couplings which 
act over a range much shorter than the unit-cell 
dimensions, it is also necessary to consider the 
coupling of motions over distances comparable to  and 
greater than the unit cell dimensions. These may 
largely be attributed to low-frequency lattice modes 
or  acoustic phonons but these may couple with 
intramolecular modes involving the movement of 
large fragments of the molecule. These motions, 
involving long-range correlations, result in diffuse 
halos around the Bragg peak positions. For a har- 
monic lattice wave description of a crystal, the 
acoustic phonon scattering intensity of the halo is 
predicted to diminish as 1/q2, where q is the distance 
from the Bragg peak position.202 Glover et al. showed 
that the observed acoustic diffuse scattering around 
a 6 A reflection from ribonuclease agreed well with 
this 1/q2 fall-off although additional structure could 
be seen in the scattering. In contrast Caspar et al.213 
found that for insulin the fall-off was more gradual 
than this and chose to  model the diffuse halos in 
terms of a similar function to that used for the short- 
range couplings (eq 35) but with a much larger 
coupling range, y~ and a different independent con- 
tribution to  the displacement amplitudes &. For this 
second longer range type of coupling they found a 
value of y~ = -20-30 A appropriate for rms dis- 
placement amplitudes -0.25 A, and concluded that 
the short-range coupling motions accounted for most 
of the disorder in the structure with the longer range 
couplings being relatively less important. 

A similar analysis has also been applied to  the 
diffuse scattering from two different crystal forms 
(triclinic and tetragonal) of lysozyme.214 Again the 
predominant component of the scattering came from 
short-range (-6 A) coupled motions. Lattice-coupled 
movements, with a correlation distance -50 A, ac- 
counted for only about 5-10% of the total mean 
square displacements in the protein crystal. These 
results are at odds with surmises based on normal 
mode calculations215 and rigid-body movements,216 as 
well as inferences from measurements of Young’s 
modulus217 and the speed of sound in protein crys- 
talq218 all of which implicate long-range coupled 
displacements as the major contribution t o  temper- 
ature factors. 

A third form of lysosyme (orthorhombic) in which 
diffuse streaks are observed along planes perpen- 

For an Einstein crystal in which it is assumed that 
each atom is vibrating as an independent harmonic 
oscillator with the same mean-square displacement 
d2, the form of this intensity is202,213 

where S = 2sin(O/il). This intensity corresponds to 
that lost from the Bragg reflections which are damped 
by the normal Debye- Waller temperature factor, 
exp( -2~Sd)~  exp(-1/2BS2). The ratio of the spheri- 
cally averaged diffuse intensity to  the intensity of the 
Bragg peaks thus goes as [exp(2~Sd)~  - 11 where d2 
is the mean-squared displacement of the atomic 
movements. Clarage et al.lg6 point out that for a 
mean temperature factor B x 20 A2, which is typical 
for many protein crystals, the integrated diffuse 
intensity will exceed that of the Bragg peaks beyond 
a resolution of 1/S = 3.8 A and, at  the resolution 
required to locate atoms in protein crystals, more 
X-rays are diffusely scattered than are diffracted into 
Bragg reflections. 

In contrast to the Einstein crystal, if it is assumed 
that the motions of the atoms within a molecule are 
all perfectly correlated, i.e., the molecules are under- 
going independent rigid-body vibrations, then the 
diffuse intensity assumes the form of the difference 
Fourier transform (DFTY 

where 9% now the molecular transform, 

(34) 

and the summation is over all of the atoms in the 
molecule. The diffuse diffraction patterns of crystals 
of many small rigid molecules were shown to  be well 
approximated by this DFT function.8 The change 
from independent atoms to independent molecules 
does not affect the overall envelope of the diffuse 
intensity but simply adds structure to  it. 

For macromolecules containing many internal de- 
grees of freedom, however, the DFT is clearly not 
satisfactory. While the motions of neighboring atoms 
may be highly correlated (because they are bonded 
to each other) the motions of atoms at opposite ends 
of the molecule may be quite uncorrelated. Caspar 
et al.213 in trying to model the diffuse scattering from 
insulin have attempted t o  give expression to this by 
assuming the variational intensity can be modeled 
by an expression of the form 
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dicular to the a* and b* reciprocal axes has also been 
s t ~ d i e d . 2 ~ ~ ~ ~ ~ ~  Here the authors find that a model in 
which entire rows of molecules are assumed to 
undergo rigid-body translations parallel to the a- and 
c-axes produces good agreement with the observed 
diffise streaking, while a model which assumes 
oscillations of dimers gives poor agreement. 

The global -6 8, coupling range used in the studies 
of insulin and the triclinic and tetragonal forms of 
lysozyme above presents a picture of the disorder in 
which the motions within the protein are liquid-like 
in the sense that correlations decay rapidly and are 
homogeneous. Clearly, since thermal parameters 
vary enormously for different parts of a protein 
structure, such a global coupling range is oRen likely 
to be inappropriate. However recent studies of yeast 
initiator tRNA demonstrate that models can be 
developedzz1 which incorporate features specific to 
particular regions of the protein. The total scattering 
in this example was attributed to six different com- 
ponents: Bragg intensity, bulk water diffraction, 
independent atom motion, long-range lattice-coupled 
motion along the c-axis, long-range lattice-coupled 
motion perpendicular to the c-axis, and short-range 
motion local to the anticodon arm of the molecule. 

In summary, methods to try and extract useful 
information from the diffuse scattering in many 
protein and nucleic acid diffraction patterns are 
developing. While the diffuse scattering intensities 
cannot be Fourier inverted to produce directly a 
description of the atomic motions, diffuse scattering 
can be calculated from models and compared with 
experimental results to yield insights about macro- 
molecular motions. A number of assumptions and 
approximations are made in the models currently 
used, and there is some difference between results 
obtained from these models with calculations based 
on normal-mode analysis of protein structures and 
various measurements of physical properties which 
depend on elastic constants of crystals. One hopes 
that as the methods of analysis are further developed 
and more experience is gained on different examples 
that these differences can be reconciled. 
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9. Diffuse Scattering from Quasi-Ctystals 

It was discovered only 10 years ago or sonz that 
certain materials form phases which, although ap- 
pearing crystalline and having diffraction patterns 
consisting of sharp Bragg-like diffraction peaks, 
possess a symmetry not conforming to any of the 
permissible Bravais lattices known in classical crys- 
tallography. The number of systems exhibiting such 
quasicrystalline phases possessing 8-, lo-, or 12-fold 
axes of symmetry has grown rapidly since that 

so the phenomenon can no longer be consid- 
ered merely a curiosity. As a result of this there has 
been considerable interest in models which can give 
rise to such noncrystallographic symmetries. Un- 
derstanding the diffraction patterns of perfect quasi- 
crystals and their relationship to conventional crys- 
talline phases itself presents a not insignificant 
challenge to the classical crystallographer but the 
concept of a perfect quasi-crystal is only a model and, 
as for conventional crystallography, real examples 
depart from this ideal in various ways. This gives 
rise to diffuse scattering. 

Most early examples of quasi-crystallinity were 
obtained from rapidly quenched alloys, and the 
samples o h n  were quasi-crystalline on a scale up 
to only a few hundred angstroms. More recently, 
however, examples have been found which possess 
icosohedral or decagonal symmetry in macroscopic 
samples on the scale of m i l l i m e t e r ~ . 2 ~ ~ ~ ~ ~ ~  

9.1. Penrose Tiling 

As a model for the explanation of quasi-crystal 
d ihc t ion  patterns, interest has centered on Penrose 
tiling and its generalizati0ns.2~~-~~~ Such tiling, in 
which “the unit cell” of classical crystallography is 
replaced by two differently shaped ”tiles”, completely 
fills space without defects and possesses long-range 
orientational order, but does not possess translational 
symmetry. In Figure 23 we show a small section of 

Figure 23. Two different types of 2D Penrose tiling: (a) using the fat and thin rhombs and (b) using the small and large 
Robinson triangles. The shaded areas in part a show the two types of tile combination which may be flipped to obtain 
disordered structures. 
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Figure 24. Disordered 2D structures produced by a succession of phason flips from an initial perfect Penrose tiling pattern. 
In a nearest-neighbor tile configurations consisting of a pair of thin rhombs is energetically preferred, while b corresponds 
to random tiling where no preference is made for any particular tile combination. Panels c and d show respectively the 
optical diffraction pattems obtained from these structures. The structures shown are small regions taken from much 
larger samples teach of -20 000 tiles) that were used to obtain the dimaction patterns. The optical diffraction patterns 
were obtained by placing a single scattering point at the corners of each rhomb. 

2D Penrose tiling using two different tile combina- 
tions. In Figure 23a the two types of tile are a Tat 
rhomb" and a "thin rhomb", while in Figure 23b the 
two types of tile are the small and large Robinson 
triangle. Comparison of the two figures reveals the 
relationship between the two types of tiling. 

A characteristic of the diffraction pattern of perfect 
Penrose tiling is the presence of a large number of 
high order diffraction peaks. Although some ex- 
amples (see Figure 3 of He et aLBO) show a large 
number of higher order diffraction peaks, other 
examples do In these examples, produced by 
rapid quenching, a model such as that shown in 
Figure 23a may be appropriate, but, for examples 
which appear to be thermodynamically stable, an 
alternative approach has been sought to explain the 
way in which the quasi-crystalline order might be 
formed. Consequently there has been interest in 
"random tiling" models. In these, the perfect quasi- 
periodicity of the Penrose pattern is destroyed by the 

successive application of local rearrangements of 
p u p s  of tiles (phason fluctuations). 

Much recent discussion in the l i t e r a t ~ r e ~ ~ - ~ ~ ~  has 
centered on these phason fluctuations. The view is 
held that the near-degeneracy of all possible tilings, 
whether periodic, quasi-periodic, or random, and 
interconversion between these, may be achieved by 
a succession of low-energy phason flips. In this way 
it is feasible that an initially fairly random structure 
could be annealed to obtain long-range order ap- 
proaching that of the Penrose pattern. Examples of 
diffraction patterns of some 2D random tiling models 
have been given by Welbeny,2S6 and two of these are 
reproduced in Figure 24. These examples reveal that 
a whole variety of different tilings are accessible from 
the perfect Penrose pattern via phason fluctuations, 
but the work stops short of being able to reverse the 
procedure to obtain a well-ordered Penrose pattern 
from an initially disordered arrangement. 
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Figure 25. Disordered 2D structures constructed using Robinson triangles. The structures were generated by a growth 
algorithm in which tiles were added sequentially to a central seed. In a there is a preference for nearest-neighbor pairs 
of tiles to adopt configurations found in the Penrose tiling pattern, while in b neighboring tiles are selected more randomly. 
Parts c and d show, respectively, the optical diffraction patterns obtained from these structures. The structures shown 
are the central region of much larger samples (each of -20 000 tiles, that were used to obtain the diffraction patterns The 
optical diffraction patterns were obtained by placing a single scattering pint at the comers of each triangle 

9.2. Disordered Growth Tiling 
In contrast to the Penrose type of model, Paul- 

ing237,236 proposed an alternative explanation in terms 
of crystal twinning. Subsequently Budai et al?39 
showed that the Pauling twinning mechanism could 
not explain the phason strain in icosahedral AI-Mn. 
In an attempt to reconcile the quasi-crystal versus 
the Pauling twinning model points of view, Wolny 
and his co-workersaO discussed a number of different 
structures, all built with the same two types of tile 
called Robinson and which all tile the 
2D plane without defects. Welberryx* extended 
these ideas to produce, via a growth algorithm, 
structures with varying degrees of order ranging from 
ones which were Penrose-like to ones which were 
twinned-crystal-like and obtained model diffraction 
patterns using optical diffraction. Two examples of 
these patterns are shown in Figure 25. In Figure 25a 
there is a tendency for nearest-neighbor tiles to adopt 
configurations found in the Penrose tiling pattern, 

whereas in Figure 25b neighboring tile combinations 
are selected more randomly. Corresponding optical 
diffraction patterns are shown in Figure 25, parts c 
and d, respectively. 

9.3. Examples of Real Quasi-Crystals Exhibiting 
Disorder 

Decagonal quasi-crystals are quasi-crystalline in 
two dimensions and crystalline in the third direction, 
parallel to the unique axis. In a sense the decagonal 
quasi-crystals may be considered as intermediate 
between translationally ordered crystals and true 
quasi-crystals. Among the decagonal phase alloys 
identified so far there are only a few thermodynami- 
cally stable phases which have been studied by 
scattering methods in detail. In all of these, diffuse 
scattering effects are evident, revealing the presence 
of disorder of various kinds. 

Frey and Ste~el.2'~ have compared the isotypical 
decagonal phases AI7oNi15Co15 (A&) and AI65CuZO- 
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Figure 26. (a) Portion of the zero-level X-ray difiaction pattern of Al7&IilSCoIS (ANC) with an enlarged region (inset) 
showing the diffuse streaking from a strong Bragg peak toward a ring of satellite peaks and the nearby pentagons of five 
diffuse spots. (b) Portion of the zero-level X-ray diffraction pattern of A170.5Mn16.5Pd13 (AMP). Note the ring of diffuse 
pentagons encircling some strong Bragg peaks. (Reproduced with kind permission of Professor W. Steurer.) 

COlS (ACC) with Aho.~Mn1~,Pd13 (AMP). ANC and 
ACC show remarkable diffise scattering of various 
kinds. Most prominent are “modulated” diffise lay- 
ers which occur between the integral reciprocal layers 
which contain the Bragg peaks. These diffuse layers 
are attributed to a doubling of the repeat within 
columnar structural units caused by chemical order- 
ing of the Ni and Co atoms along the unique direction 
and the fact that the layer thickness is small indi- 
cates that this ordering is relatively long range. The 
distribution of diffuse scattering within the diffuse 
layers and also within the Bragg layers is attributed 
to orientational disorder of the columns and to 
positional disorder arising as a consequence of the 
longitudinal ordering process. 

A portion of the zeroth-layer diffraction pattern of 
ANC is shown in Figure 26a. Two features are of 
particular note. There are diffise streaks emanating 
from the strong Bragg peaks and ending in a ring of 
satellite reflections. These correspond to modulation 
waves of approximately 60 .& wavelength. Similar 
modulations have been observed2” in the icosohedral 
phase of an Al-Fe-Cu alloy and found to vary as a 
function of annealing conditions. The second inter- 
esting feature of the pattern is the presence of a ring 
of small pentagons surrounding some strong Bragg 
peaks; each pentagon consists of five diffuse spots 
superimposed on a broader diffuse maximum. Nei- 
ther the centers of the pentagons nor the spots can 
be identified as being due to the same quasi-lattice 
as the Bragg peaks. 

In marked contrast to ANC and ACC the diffrac- 
tion patterns of AMP reveal disorder related only to 
the quasi-periodic ordering. Reciprocal layers normal 
to the unique axis are characterized by the presence 
of sharp reflections and diffuse scattering. Unlike 
ANCIACC there are no additional diffuse layers. A 
dominant feature of all layers is a dense array of 
diffuse pentagons (see Figure 26b). These features 
show a great resemblance to the optical diffraction 
patterns of the random Robinson triangle tilings 

shown in Figure 25b. Similar features have also been 
observed in electron diffraction patterns of AMP?45 
Steuer et al.% conclude that the basic buildin blocks 

cross sections corresponding to parts of a decorated 
Penrose tiling. The clusters themselves are packed 
in a way that results in a disordered Robinson- 
triangle tiling. 

of the structure are columnar clusters (-20 1 ‘  ) with 

10. Conclusion 
In this review we have attempted to give a broad 

overview of the many different areas whereas diffuse 
X-ray scattering has played and continues to play an 
important role in the development of our understand- 
ing of the structure and function of crystalline 
materials. These have been presented under specific 
section headings, but there are many interconnec- 
tions between these various categories, and each 
distinct field draws on the experience gained in 
others. 

While the range of materials covered is extremely 
broad, ranging from simple alloys to large macro- 
molecules, in order to keep the subject matter within 
reasonable bounds there have inevitably had to be 
omissions. For example some of the earliest studies 
of diffuse X-ray scattering were concerned with 
stacking faults in close-packed or layered mater- 
i a l ~ , ~ ~ - ~  and an extensive literature in this area has 
existed for many years. Good summaries of the 
historical development of the treatment of stacking 
disorder are given in recent papers by Sebastian and 
KrishnaZS1 and Nikolin and Babkevich?52 Included 
in this general area is the large body of work that 
exists on clay  mineral^^^^^*^ and on p o l y t y p i ~ m ? ~ ~ . ~ ~ ~  
Despite its long history, however, interest in layer- 
stacking disorder has by no means been exhausted 
and numerous examples are to be found in the recent 
l i t e r a t ~ r e . ~ ~ ’ - ~ ~ ~  We have also made no attempt to 
seek out the many isolated examples where diffuse 
scattering has been reported, possibly as a result of 



Diffuse X-ray Scattering from Disordered Crystals 

a chance encounter during the course of an unrelated 
study. 

The examples presented in this paper, which range 
from the quantitative determination of short-range 
order and atomic displacements in metallic alloys, to  
the coupled molecular motions in protein crystals, 
demonstrate the range of materials in which diffuse 
scattering has proven to be a valuable tool. With the 
continued development of experimental procedures 
for recording diffuse scattering, and more particu- 
larly, of methods to analyze and model disordered 
structures by including as much a prior chemical 
information as possible to  the analysis, the op- 
portunity exists for more quantitative approaches to  
be applied where only more qualitative treatments 
have been used previously. 
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